Surface based mass spectrometric approaches fill an important niche in the mass analysis portfolio of tools. The particular niche depends on both the underlying physics and chemistry of molecule ejection as well as experimental characteristics. In this article, we use molecular dynamics computer simulations to elucidate the fundamental processes giving rise to ejection of organic molecules in atomic and cluster secondary ion mass spectrometry (SIMS), massive cluster impact (MCI) mass spectrometry, and matrix-assisted laser desorption ionization (MALDI) mass spectrometry. This review is aimed at graduate students and experimental researchers.
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I. INTRODUCTION

Surface based mass spectrometry in which an energetic probe (atomic ion, cluster ion, or laser) strikes a surface and non-volatile molecules are emitted for analysis are counter intuitive as to their efficacy. In secondary ion mass spectrometry (SIMS), an atomic ion with tens of keV of incident energy strikes a surface ejecting molecules with masses up to tens of kDa. The incorporation of small clusters such as SF$_2^+$, Au$_2^+$, Bi$_3^+$, and C$_{60}^+$ as incident ion sources for SIMS experiments has in many instances increased the total yield of ejected particles and the ion fraction, therefore opening the door for molecular depth profiling experiments (Winograd, 2005). An increase of the cluster size to thousands of atoms is expected to shift the detection to higher masses. Further increases of cluster size up to micron sized droplets with a total of GeV of energy introduces the mass masses. Further increases of cluster size up to micron sized droplets with a total of GeV of energy introduces the mass...
II. MOLECULAR DYNAMICS TECHNIQUE

The emphasis in this section is on describing the essential elements of molecular dynamics (MD) simulations that we feel are important for a non-expert to understand and appreciate the results of the simulations. Recipes for actually performing simulations are published elsewhere (Allen & Tildesley, 1987; Frenkel & Smit, 2002). Previous articles describing the application of MD simulations to SIMS (Garrison, 1992, 2001) are available, as well as articles describing the strategies for performing MALDI or laser ablation simulations (Zhigilei, Kodali, & Garrison, 1998; Zhigilei et al., 2003a).

The classical equations of motion are implemented in the form of first order differential equations for the time development of the velocity and position of the particles as

\[ m_i \frac{dv_i}{dt} = F_i = -\text{grad} V(r_1, r_2, \ldots, r_N) \tag{1a} \]

**FIGURE 1.** Systems used in the simulations. a: Three layers of benzene molecules (red) adsorbed on a Ag substrate (blue). Projectiles (black) including atomic particles and C_{60}. The organic molecules (benzene) are described with the atomistic AIREBO potential. b: Solid of benzene molecules (red) modeled with a coarse-grained interaction potential. c: Monolayer of polystyrene tetramer (PS4) (red) adsorbed on a Ag substrate (blue). The projectile (peach) is Ar_{9000}. d: System used in the MALDI simulations. The penetration depth is 50 nm. Matrix and analyte molecules that eject are colored yellow and green, respectively. Matrix and analyte molecules that do not eject are colored blue and red, respectively. Periodic boundary conditions are applied in the horizontal directions and there is a pressure absorbing boundary condition at the bottom of the sample.
where $m_i$, $r_i$, $v_i$, $a_i$, and $F_i$ are the mass, position, velocity, acceleration, and force of the $i$th particle. The simplest conceptual representation of a particle is to consider it to be an atom and there are a total of $N_{\text{atoms}}$ in the system. Below we discuss grouping several atoms together into one particle in the simulation. The interaction potential, $V(r_1, r_2, \ldots , r_{N_{\text{atoms}}})$, is generally a function of the positions of all the particles. The position, velocity, acceleration and force are all vectors in three dimensions. The solution to the differential equations is performed numerically for a time step $\Delta t$.

### A. Assumptions of Classical Mechanics

The equations of motion are classical in nature. No quantum effects of any kind are included and no excited electronic or ionic states are taken into account. Thus, ionization is beyond the scope of classical mechanics. The particles are considered to be in their lowest electronic state during the entire simulation. There is no coupling or transfer of energy between the electronic and nuclear degrees of freedom. These assumptions are, of course, not 100% valid. Properties that we feel should be well described by classical mechanics include the general region of the target where the energy is deposited, general ejection mechanisms, crater formation, and substrate mixing. These motions must occur regardless of whether the species are neutral or ionic. The biggest challenge of the MD simulations in terms of accurately modeling the surface based mass spectrometry is the lack of incorporation of ionization mechanisms. Virtually all surface based mass spectrometric techniques detect ions that are formed naturally during the ejection process. The calculations predict information about the ejected neutral species. Thus direct comparisons of mass spectra, kinetic energy distributions, and angular distributions between the experimental data and the calculated results must be treated with caution. Ultimately, the test of the results of classical dynamics simulations is the utility in explaining experimental results. We hope the insights presented in this article illustrate that the simulations are useful.

### B. Force or Interaction Potential

The essential ingredient in Eq. (1a) for describing realistically atomic motions, especially in the chemical regime, is the nature of the force or interaction potential. In general physical chemistry terms, the interaction potential is the solution to the electronic Schrödinger equation within the Born-Oppenheimer approximation (Atkins & dePaula, 2006). In principle, one could solve the Schrödinger equation for each configuration of atoms shown in the figures in this article and evaluate the forces. Computer speeds are not yet sufficient, however, to consider a direct evaluation of the Schrödinger equation during the simulations with thousands to millions of particles. Thus, the approach most commonly employed is to use a mathematical formula with a functional form that can represent the actual solution of the Schrödinger equation. The parameters of the functional form are fit to available experimental data. The challenge is to obtain sufficient experimental data and to have a functional form that reasonably represents the chemistry and physics of the system. The empirical potentials are often used for configurations that are far from the configurations for which they are fit. Care must always be taken that the results from the simulations are sensible and comparison with experimental data is an on-going critical component of the modeling venture.

During the 1980s, efforts were made by several groups to develop empirical potentials for reactions that include many-body effects, that is, the interaction between a pair of atoms changes depending on other atoms nearby (Garrison & Srivastava, 1995). The most developed potentials are those for face centered cubic metals and group IV (silicon, germanium, and carbon) elements. Examples of popular potentials for fcc metals include the Sandia embedded atom method (EAM) (Foiles, Baskes, & Daw, 1986) and the molecular-dynamics-Monte Carlo corrected effective medium MD/MC-CEM (Kelchner et al., 1994) potentials. For Si, popular potentials have been developed by Stillinger and Weber (1985) and Tersoff (1988, 1989). One potential of recent interest to the SIMS community was developed by Brenner for reactions of hydrocarbon molecules (Brenner, 1990; Brenner et al., 2002). In this potential, the bond strength changes depending on the coordination number, bond angles and conjugation effects, and therefore, the potential is able to model bond breaking and bond formation. Brenner conceived a sufficiently flexible functional form that he could fit it to the plethora of experimental data available for bulk phases of carbon as well as small hydrocarbon molecules. His initial interest was modeling diamond film growth but other researchers have used the potential for a variety of processes in which reactions occur (Garrison, Kodali, & Srivastava, 1996). Stuart, Tutein, and Harrison (2000) have incorporated a long-range interaction term to the Brenner potential in a manner so that there are interactions among non-bonded species. Their AIREBO potential is used in several of the simulations described below.

The utopia of having a perfect interaction potential for a system may be an impossible dream. Many of the basic processes that we are modeling, however, are general to a wide range of systems. For example, the angular distributions of ejected atoms from the (100) face of face-centered-cubic surfaces are very similar and strongly reflect the surface arrangement rather than the specifics of a particular metal. There are several molecules that work well as MALDI matrices. We believe that the simulations model the basic ejection process of MALDI but issues such as compatibility of one matrix with a specific analyte and ionization are beyond the scope of the present simulations. It is important, therefore, to know what properties of the model system are comparable to the real system and not to over interpret results from the simulations. This knowledge comes to a large extent with experience and with continual interplay with experimental researchers and their results.

### C. Alternative Choices for a Particle

The traditional choice of particle in the MD simulations is an atom but as discussed below the amount of computer time needed to model processes with hundreds of thousands of atoms using sophisticated and computationally intricate potentials like...
AIREBO becomes prohibitive. Thus, groups of atoms are coarse-grained (CG) and represented as one united particle or atom. For the simulations presented here, two choices have been implemented. For the molecular solid comprised of benzene, the C and H atom are coarse-grained into one CH particle (Smiley et al., 2006; Smiley, Winograd, & Garrison, 2007). For the simulations of MALDI or laser ablation, the entire matrix molecule is coarse-grained into one particle (Zhigilei, Kodali, & Garrison, 1997; Zhigilei et al., 1998, 2003a). Not only are there fewer particles, but in general, the interaction potentials are much simpler and less costly to evaluate. The downside of the simpler united atom representation is the inability to consider broad based chemical reactions as is possible with the AIREBO potential. Limited chemical reactions such as C–C bond cleavage are incorporated for benzene molecules in SIMS simulations and analyze molecules in MALDI. This limited ability to consider bond breaks does allow us in the simulations to monitor if the conditions are right for chemical reactions to occur. A more complex approach for considering wide-spread chemical reactions in laser ablation studies has been developed (Yingling, Conforti, & Garrison, 2004; Prasad, Conforti, & Garrison, 2007) but will not be discussed here.

### D. Numerical Integration and Time Step

Solving the equations of motion, Eq. (1), involves numerical integration. The challenge to solving Eq. (1) is to find the force, \( F \), (or interaction potential) is a function of all the positions of all the particles. The positions depend on the time. The standard approach in numerical integration is to choose a time step, \( \delta t \), during which \( F/m \) and \( v \) are approximately constant. An overly simplistic yet illustrative solution to Eq. (1) is then

\[
\begin{align*}
\mathbf{v}_i(t + \delta t) &= \frac{\mathbf{v}_i(t) + \mathbf{F}_i(\mathbf{r}_i(t))}{m_i} \delta t \\
\mathbf{r}_i(t + \delta t) &= \mathbf{r}_i(t) + \mathbf{v}_i(t) \delta t
\end{align*}
\]

The evolution of all the positions and velocities during the trajectory thus occurs in discrete steps. Knowledge of the velocities allows one to calculate quantities such as angles of motion, kinetic energy, temperature, and pressure. The positions as a function of time yield a microscopic picture of the motions as shown in several figures and animations in this article. The positions and velocities combined together give information about molecules and clusters. The integrator in Eq. (2) is only for illustration and is vastly oversimplified. Appropriate algorithms can be found in simulation texts along with formulae for calculating distributions, temperature and pressure (Allen & Tildesley, 1987; Frenkel & Smit, 2002).

The criterion for an acceptable time step is whether energy is conserved as a function of time during the course of the numerical integration. This computational check is a very convenient aid in choosing the time step. Given that energy must be conserved, what is considered a large and small time step? We typically run our simulations of the SIMS process with an integrator that allows us to vary automatically the time step during the collision cascade. Otherwise, we would have to use the smallest time step necessary for integration of the entire trajectory. The time steps vary from as small as 0.01 fs (femtosecond or \( 10^{-15} \) sec) at the beginning of the simulation to nearly 1 fs at the end of the simulation. The conditions of MALDI of uniform motion during the course of the simulation are such that a fixed time step, typically around 5 fs, is used for the whole simulation (Zhigilei et al., 1997, 1998).

### E. Initial Conditions

To initiate the integration of the equations of motion, Eq. (1), the positions and velocities at time \( t = 0 \) must be prescribed for all particles. For this discussion, we consider the SIMS simulations. The novel features of incorporating the laser beam are discussed in the section on MALDI. First, we will examine the initial conditions of the incident particle and then the substrate particles.

#### 1. Incident Particle

The initial velocity vector is chosen from the experimental energy and angle of incidence. The initial height above the surface of the incident particle is chosen so that there is no interaction with the surface. In principle, this value should be infinity but because the interaction potential or force is truncated at some distance, the starting height is typically 1–2 nm above the surface. Finally, the incident particle must be aimed at a specific lateral position on the surface. For atomic bombardment the dynamics of the collision cascade can be very different if the incident particle makes a head-on collision with one atom or enters a channel. As a result, one must calculate the motion in the solid for many different aiming points that represent all possible positions on the surface. Fifteen aiming points for 15 keV Ga bombardment on a system of three layers of benzene on an Ag substrate are shown in Figure 2a. The molecular yield for each aiming point is given in Figure 2b, left panel. The yields range from 15 to 454 with an average value of 229 ± 32 benzene molecules. For C60 bombardment, the molecular yield for each aiming point is shown in Figure 2b, right panel, and has an average value of 382 ± 4. The amount of diversity of action influences how many incident aiming points must be sampled in performing the simulations. As a result, hundreds of impact points are required for atomic projectiles while just a few impacts are usually sufficient for large clusters (Postawa et al., 2003). Each aiming point of the primary particle and subsequent motion is called a trajectory.

#### 2. Sample

The initial positions of the particles in the system are chosen to best match the experimental ones. For ordered systems (single crystals, ordered overlayers), the assignment of positions is relatively straightforward. If one, however, wants to model a disordered system, there are challenges. For example, if the experimental sample is a polycrystalline metal, can one really define the distribution of crystalline surfaces, the orientation of the crystallites at the surface, the size of the individual crystallites, etc? There is no universal answer. One needs to use judgment and experience to figure out if a model system can be used to give insight into the experimental data. The initial
velocities are often assumed to be zero although they can be selected to satisfy a desired thermal distribution. The objective is always to incorporate the experimentally relevant distributions of positions and velocities as best as it is possible to do.

F. Final Conditions

The numerical integration for one aiming point of the primary particle or one laser fluence is terminated when the number of ejected particles remains constant. Once the trajectory is finished, one then examines pictorially and/or mathematically the final positions and velocities. The average yield of particles ejected can be determined by counting the particles above the surface and dividing by the number of aiming points selected for the incident projectiles. Calculating the kinetic energy distribution of the ejected material is a straightforward process using $E = \frac{1}{2}mv^2$ for each particle. Likewise, the velocity vectors can be used to determine an angular distribution. The final positions and velocities are used to determine whether clusters and molecules are ejected. For MALDI, the ablation process can be driven by temperature and/or pressure, quantities that can be determined in the simulation from velocities and positions.

Information about molecules and clusters is the tricky item to calculate. The simulations are typically run for 1–30 psec whereas the flight time to the detector is on the order of 10 μsec. Molecules and clusters that are internally excited can decay on the flight to the detector. For metal clusters, the fate of the ejected clusters can be determined by following their motion for longer times (Wucher & Garrison, 1992) because the interaction potential is reasonable for the dissociation processes, and the time scale of dissociation is tens of picoseconds. The calculations show that the dissociation processes must be included in order to obtain the correct energy and angular distributions (Wucher & Garrison, 1992). For hydrocarbon molecules such as those described by the AIREBO potential there are two challenges for performing similar simulations. First, the time scale of dissociation and rearrangement can be longer than flight time to the detector and simulations of a microsecond time scale are not tractable. Second, it is not clear that the interaction potential accurately represents all the possible rearrangement channels. Thus, the strategy has been to use a statistical model to estimate the amount of internal energy below which the molecule will remain intact to reach the detector (Delcorte & Garrison, 2000). Molecules with more than this amount of energy are considered fragmented but no assumption is made about the fragmentation channels and thus no correction can be made to the energy and angular distributions of the fragment species. The most challenging molecular type is cluster of molecules, for example $(C_6H_6)_n$. Classical mechanics allows

![FIGURE 2. Diversity of action for various aiming points for three layers of benzene on Ag. a: Fifteen different aiming points (yellow). b: Sputtering yield in benzene molecule equivalents vs individual aiming points for 15 keV Ga bombardment. The average is 229 ± 32. c: Sputtering yield in benzene molecule equivalents versus individual aiming points for 15 keV $C_{60}$ bombardment. The average is 382 ± 4. The dashed line indicates the average yield.](image-url)
energy flow between the high-frequency intramolecular vibrational modes with the low frequency intermolecular motion, phenomenon not allowed quantum mechanically. Generally details about such clusters are ignored (Postawa et al., 2005).

Finally, the particle motions giving rise to any particular event or sets of events can be extracted to understand why a certain event occurs. It is the correlation of the microscopic basis of particle motions with experimental data that is the real strength of the MD simulations to understand surface based mass spectrometry.

G. Computer Time

The total computer time depends on several factors including time step in the integration, total length of the motion, the number of trajectories that need to be sampled and the length of the force calculation. The range of time steps varies from 0.01 to \(1\) femtoseconds. The total length of time of a trajectory can vary from a hundred femtoseconds for atomic SIMS of metal substrates to tens of picoseconds for cluster SIMS to almost a nanosecond for MALDI. The number of trajectories needed varies depending on the cluster size and the final quantities being calculated. For quantities such as total yield of particles emitted in atomic SIMS calculations, typically 100–500 different aiming points are sufficient. On the other hand, for high resolution energy and angle resolved distributions 500–3,000 aiming points are required. For cluster bombardment and laser irradiation one trajectory is typically sufficient to estimate the yield and between 10 and 20 trajectories should be sampled for kinetic energy and angular distributions for a given set of initial conditions because the statistical deviation as shown in Figure 2b is small.

The evaluation of the force is the most time consuming part of each integration step. The computer time of the force calculation depends on several factors including the number of particles, the number of neighbor particles that interact with the particle and the complexity of the force evaluation. For example, the AIREBO potential (Stuart et al., 2000) is very long ranged with as many as 300 neighbor atoms of each atom and is very computationally expensive to evaluate.

In Table I are computer times along with the system sizes for the animations given in this article. The times vary from a day to a couple of months. The use of the computationally intensive AIREBO potential is in general limited to hydrocarbon overlayers on a metal substrate. Even the coarse-grained benzene system is only used for 5 keV bombardment and not higher, more experimentally relevant energies like 20 keV. The MALDI (i.e., laser ablation) simulation which has one particle per matrix molecule allows for the largest system size.

### III. ATOMIC SIMS

The essential motion associated with atomic SIMS involves an ion such as \(\text{Ar}^+, \text{Ga}^+, \text{O}^+, \text{or Cs}^+\) with several eV of kinetic energy bombarding a sample. Over the years, an extensive number of MD simulations have been performed aimed at understanding various aspects of the physics and chemistry of the process and many comparisons have been made to experimental

<table>
<thead>
<tr>
<th>System</th>
<th>Number of particles</th>
<th>Volume (nm²)</th>
<th>Time of Trajectory</th>
<th>Computer Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 keV Ga bombarding 3 layers of AIREBO benzene on Ag</td>
<td>14904 C and 14904 H atoms; 166530 Ag atoms</td>
<td>2.9x10⁴</td>
<td>26 ps</td>
<td>5 days</td>
</tr>
<tr>
<td>5 keV Au bombarding molecular solid of CG benzene</td>
<td>1192320 CH particles</td>
<td>2.4x10⁴</td>
<td>36 ps</td>
<td>1 month</td>
</tr>
<tr>
<td>15 keV C₅₀ bombarding 3 layers of AIREBO benzene on Ag</td>
<td>14904 C and 14904 H atoms; 166530 Ag atoms</td>
<td>2.9x10⁴</td>
<td>26 ps</td>
<td>6 days</td>
</tr>
<tr>
<td>20 keV C₅₀ bombarding a PS61 molecule deposited on Ag</td>
<td>491C and 499 H atoms; 166530 Ag atoms</td>
<td>2.8x10⁴</td>
<td>9 ps</td>
<td>1 day</td>
</tr>
<tr>
<td>18 keV Ar₅₉₀₉₉ PS4 monolayer deposited on Ag</td>
<td>16128 C and 18816 H atoms; 611442 Ag atoms</td>
<td>1.0x10⁴</td>
<td>36 ps</td>
<td>12 days</td>
</tr>
<tr>
<td>8.72 keV Ar₅₇₂ bombarding molecular solid of CG benzene</td>
<td>1192320 CH particles</td>
<td>2.4x10⁴</td>
<td>36 ps</td>
<td>2 months</td>
</tr>
<tr>
<td>MALDI Animation</td>
<td>669192 molecules/units</td>
<td>9.6x10⁴</td>
<td>1200 ps</td>
<td>1.5 months</td>
</tr>
</tbody>
</table>

The first six simulations were run in serial on the lion-xo cluster (http://gears.aset.psu.edu/hpc/systems/lionxo/) consisting of Dual 2.4 GHz AMD Opteron Processors. The MALDI simulation was run on a similar machine.
The substrate plays a major role in sputtering of thin organic overlayers. Almost all intact molecules are ejected by collective motion (Garrison, 1980; Chatterjee et al., 1999; Garrison, Delcorte, & Krantzman, 2000). An example of this type of motion is shown in Figure 4 for a polystyrene tetramer, PS4, ejecting from a silver substrate. There is one PS4 molecule shown. At the time of the snapshot, several Ag atoms are above the original surface and are moving upward ‘together’ pushing the molecule upward towards the vacuum (and ultimately the detector) without being in thermal equilibrium with the internal vibrational modes. This concerted motion of several substrate atoms pushing upward on molecule occurs when the incident hits the surface ‘just right.’ The ejection of intact molecules in atomic SIMS is thus an occasional event, that is, the physics of the emission process does not demand that every ion hit create upward motion near the surface. As discussed below, other probes do demand that there be concerted upward motion for every energy deposition event. For example, in MALDI, the ablation dynamics is a phase explosion that occurs for every laser pulse that pushes massive amounts of material towards the vacuum. We believe that the lack of collective upward motion in the collision cascades is the reason that the largest mass (tens of kDa) observed in atomic SIMS is considerably less than, for example, MALDI where the largest mass is hundreds of kDa.

### A. Thin Organic Layer

The ejection of molecules from a metal surface due to atomic bombardment has been studied by our group for over two decades. An example of a collision cascade from one trajectory is shown in Figure 3 and Animation 1. In this case, the incident particle is a Ga atom with 15 keV of kinetic energy. The sample consists of three layers of benzene on a Ag(111) substrate (Postawa et al., 2005). The interactions among the atoms in the benzene molecules are described by the atomistic AIREBO potential (Stuart et al., 2000). Figure 3a shows the atomic positions at three times and Figure 3b gives the atomic displacements at the same three times for a trajectory that gives approximately the average yield. The atomic displacements give several hints as to the important processes taking place. First, as shown by the red arrow, the Ga projectile implants ~3.7 nm deep into the sample. This depth is typical of ranges of ions in metal substrates as determined by SRIM calculations (Ziegler, Biersack, & Littmark, 1985). The atomic projectile is thus depositing the initial energy over a fairly long distance. Consistent with this observation, we see that Ag particles along the path of motion of the Ga projectiles have been displaced. Atomic mixing both in the lateral and vertical directions is a well known effect of energetic bombardment of atomic solids (Ziegler et al., 1985). The particles that are displaced the most (red) are the surface benzene molecules. As discussed below, the energy deposited in the metal substrate is the main source of the motion that gives rise to the molecular ejection.

The diversity of action is shown in Figure 2 for the same three layers of benzene on Ag system. Figure 2a denotes fifteen different aiming points on the surface and Figure 2b gives the molecular yield from each trajectory. The aiming point in which there is very low ejection yield involves the incident particle penetrating deep in the sample and depositing its energy away from the surface region. Aiming points that give rise to the largest ejection yields involve motions in which the primary particle deposits a large amount of energy in the top couple of metal layers (Delcorte, 2000). The large number of aiming points (projectile ions in the experiment) that give very little useful signal has been one of the frustrations in atomic SIMS and one of the reasons for pursuing cluster SIMS as discussed below.

### B. Organic Solid

Bombardment of a molecular solid by an atomic projectile as shown in Figure 5 and Animation 2 has only recently become tractable. In this simulation, the coarse-grained description of benzene was implemented and the kinetic energy of the Au projectile was limited to 5 keV. For this simulation, we used a sample size of 1.2 million particles. Only one incident trajectory was run, thus we have no information about the diversity of action for various aiming points. In the comparison of Figures 3 and 5, it is important to realize the difference in scale. In Figure 3, the sample is 17 nm wide and 11 nm deep and could contain the action of a 15 keV Ga particle. In Figure 5, the sample is 34 nm wide and 21 nm deep and the incident Au particle only had 5 keV of incident energy. The metal substrate is much more effective at containing the energy of the incident particle close to the surface because the metal atoms are more massive than the C atoms in C_60 and the metal substrate has a higher cohesive energy than benzene. The result of the atomic projectile hitting the benzene target is a crater at 36 psec. We anticipate that this crater will fill in at a later time.

Although damage to the molecules is not explicitly shown, Figure 5b shows that there are displacements of particles to a depth of 15 nm. Moreover, the width of the altered region is 12–15 nm. It is not surprising, therefore, that it is not possible to depth profile through molecular solids with atomic projectiles. The first impact at a point on a surface creates damage over a large volume. As a result, the second impact at the same area would find mostly fragments and modified material for analysis. As we will discuss below, the damage conditions for cluster bombardment are very different.

We have chosen to discuss two main aspects of the atomic SIMS process that are consequences of the atomic motions. First,
the diversity of action from one ion hit to the next means that ejection of molecules is not consistent in quantity or specific mechanism from one impact to the next. Specifically, although there is a basic similar mechanism in how molecules are ejected, the dynamics of energy dissipation does not demand that the action for ejection occurs on every ion impact. This lack of concerted motion limits the ultimate size of molecules that are ejected. Second, the long range of the incident particle into the sample creates subsurface mixing and damage to molecules in a large volume.
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The physics of the bombardment event for C60 bombardment of atomic solids shows that a crater is formed (Aoki et al., 1998; Seki et al., 1998; Webb et al., 1999; Aderjan & Urbassek, 2000; Colla et al., 2000; Colla & Urbassek, 2000; Kerford & Webb, 2001; Postawa et al., 2003; Postawa et al., 2004; Postawa et al., 2005), much like a meteor hitting the earth. For example, the diameter of C60 is 0.7 nm, thus it has a larger dimension than typical bond lengths in organic molecules, 0.1 to 0.2 nm, and the interatomic spacing in metals, for example, 0.29 nm in Ag. Since the motion of the atoms in the C60 projectile have highly correlated positions and velocities, the C60 initially acts as a single particle when hitting the substrate (Garrison et al., 2007). This single particle motion initially creates a crater in the substrate. The dynamics associated with the crater formation deposits the energy in the near surface region, thus enhancing the yield. Moreover, it can also restrict the damage to molecules to the near surface region. The MD simulations present a view that cluster bombardment of solids is distinctly different relative to atomic bombardment.

As with atomic bombardment, we divide our discussion into thin films on metal substrates and solid organic substrates. Our primary focus in modeling studies has been the C60 cluster so most of our discussion highlights those simulations. We will discuss briefly a comparison of C60 and Au3 bombardment of water ice to illustrate the differences between two clusters with similar total masses but very different number of atoms and masses of individual atoms. The water studies allow us to address the issue of reaction zones in the substrate.

A. Thin Organic Layer

The physics of the bombardment event for C60 bombardment of three layers of benzene molecules on Ag is illustrated in Figure 6 and Animation 3. The trajectories chosen for illustration in Figures 3 and 6 have an average number of ejected particles as shown in Figure 2. A comparison of atomic (Fig. 3a) and cluster (Fig. 6a) bombardment of thin organic layers on metal substrates indicates that both projectiles remove molecules from about the same area on the surface (Postawa et al., 2005; Czerwinski et al., 2006; Szakal et al., 2006). Consequently, for thin films on metal substrates, there is not a large enhancement effect in ejection yield due to cluster bombardment (Weibel et al., 2003; Sostarecz et al., 2004; Winograd, 2005).

The mechanism of molecular ejection for a single monolayer arises primarily from a concerted motion associated with the crater creation as shown in Figure 7 and Animation 4. An impact of C60 at a 3 nm distance from a polystyrene (PS) 61-imer with a total mass 6.4 kDa is depicted. The crater rim formation pushes off the molecule. If the molecule is too close to the impact point, then, of course, it is broken up. If it is too far from the impact point, then it cannot eject. One might suspect because there is collective motion of many substrate atoms giving rise to molecule ejection that larger molecules might eject in cluster SIMS than atomic SIMS. To our knowledge, however, this observation has not been seen in experiment.

Increasing the thickness of the film from a single monolayer introduces additional energy transfer processes. Direct collisions between the incoming projectile and the organic molecules almost always lead to the formation of energetic fragments. These fragments can lead to more fragmentation in the overlayer, penetrate into the bulk or eject. However, during layer penetration the fragments are slowing down and finally collisions between slowed-down fragments and the organic particles can also stimulate ejection of intact molecules. The importance of this emission channel increases with the thickness of the organic overlayer and with the size of the projectile. For atomic bombardment and the overlayers much thinner than a projectile range the process is not very significant, however, it is important for cluster projectiles and coatings thicker than a monolayer.

The exciting difference arises in where the energy is deposited and the displacements in the solid, that is, compare Figure 3b with Figure 6b. The energy from the C60 bombardment is deposited near the surface and the displacements are confined to the crater edge. The depth of the displacements (damage) due to cluster bombardment is shallower relative to atomic bombardment. These observations have implications for molecular depth profiling as discussed in Section IV.F.

B. Organic Solid

The motion associated with C60 bombardment at 5 keV of a coarse-grained benzene solid is shown in Figure 8 and Animation 5. We will first compare C60 bombardment on a thin layer (Fig. 6) with the molecular solid (Fig. 8). Due to a larger binding energy, atomic density, and mass of the individual atoms composing the substrate, the metal substrate more effectively stops the C60 and confines the energy closer to the surface (Anders & Urbassek, 2005a, Anders et al., 2007). This conclusion is valid even with an incident energy of 15 keV for the thin layer system versus 5 keV for the molecular solid. The metal does play an important role absorbing the energy of the cluster and in the ejection of the organic molecules. In the case of the benzene solid, the projectile goes deeper in the sample.
FIGURE 5. Snapshots for 5 keV Au bombardment of solid benzene. a: Atomic positions at three times.
b: A 1.5 nm slice through the center of the sample directly below the impact point. The coloring in both panels is by the amount of displacement from the initial position colored according to the legend on the right side. Animation 2. The coloring in the animation is by height where blue is 2.5 nm and deeper into the substrate and red is 2.5 nm or higher above the substrate. The same coloring scheme is used in Animations 5 and 7.
The simulations performed on molecular solids show that both projectiles create craters (Figs. 5 and 8). The atomic crater, however, is more narrow and deeper. The crater formed by C60, on the other hand, is wider and less deep.

In a recent investigation of cluster bombardment of multiple sizes of polymers (Delcorte & Garrison, 2007), several criteria were established for intact molecular ejection. The molecule should not intersect the high-energy core of the projectile track, otherwise reactions occur as discussed below in Section IV.E. The polymer should be entirely confined in the volume that will be displaced (the crater) and it should initially sit in the zone where most of the target atoms receive upward momentum (top...
3 nm for 5 keV bombardment). The large-scale nature of the interaction, adequately described using a coarse-grained MD model, explains the large yields of sputtered molecular species usually measured due to keV cluster bombardment of organic materials.

C. Other Fullerene Clusters

The natural question is if C\textsubscript{60} works so well, might other fullerene clusters (or other types of clusters) work even better. Which cluster size will work the best for a particular system is still being investigated but initial investigations shed some insight. Using the coarse-grained representation of benzene, the ejection yields for a series of clusters from C\textsubscript{6}H\textsubscript{6} to C\textsubscript{180} with 5 keV incident energy were calculated (Smiley et al., 2007). For all the fullerene clusters, they found that the yield was 200–300 molecular equivalents. The maximum yield, however, occurred for an intermediate cluster size, C\textsubscript{20}. A maximum yield at intermediate cluster sizes has been also observed for other systems (Anders & Urbassek, 2005b). Simulations (Czerwinski et al., 2008; Ryan et al., 2008) and an analytic theory (Seki, Murase, & Matsuo, 2006), however, show that as the incident energy increases the cluster size that gives the largest yield increases. In conclusion, all clusters enhance the yield, some clusters enhance the yield more than the others, and the optimum cluster size depends on the analyzed sample and the incident energy. Regardless of the potentially optimal cluster size, there is always the experimental reality of which clusters can be obtained easily and are cost effectively and which clusters work with experimental beam technology.

D. C\textsubscript{60} Versus Au\textsubscript{3}

A number of cluster beams are being utilized by the experimentalists but C\textsubscript{60} and Au\textsubscript{3} (or Bi\textsubscript{3}) are currently the most popular (Winograd, 2005; McDonnell & Heeren, 2007). These two clusters have similar total mass, 720 amu for C\textsubscript{60} and 591 (627) amu for Au\textsubscript{3} (Bi\textsubscript{3}), but a different number of particles. For the same total energy of the cluster, the energy per particle is smaller for the C atoms versus the metal atoms. There is also a significant difference in the initial size of these clusters. As a result, one might expect different motion of the two clusters in a solid. For illustration, results from simulations of C\textsubscript{60} and Au\textsubscript{3} bombardment at 5 keV of water ice are shown in Figure 9 (Russo & Garrison, 2006). The heavy Au particles penetrate the ice down to about 10 nm before they come to rest, much like the atomic bombardment simulations discussed above. The C atoms, however, stop within about 4 nm of the surface. Besides the energy per particle difference, the mass of the atoms composing the projectile relative to the target atoms is also important. It is difficult for the light oxygen atoms to deflect and stop the heavy Au atoms. The build-up of Au atoms during repeated bombardment of an organic solid by Au\textsuperscript{3+} projectiles has been observed in experiment (Cheng et al., 2007).
Figure 9 also shows the region from which the ejected molecules arise as well as the crater in the molecular solid after 20 psec. For both projectiles, the molecules eject from a conical region of depth approximately 2.5 nm. The conical nature of the ejection volume is a concept we are exploiting by using an analytical model with short-time MD simulations in order to predict yield trends (Russo & Garrison, 2006; Russo et al., 2007). Despite the apparent similarity in the ejection region, the physics is very different for the two projectiles. The Au$_3$ deposits its energy much deeper than the C$_{60}$ projectile. In fact most of the

**FIGURE 8.** Snapshots for 5 keV C$_{60}$ bombardment of solid benzene: a: Atomic positions at three times. b: A 1.5 nm slice through the center of the sample directly below the impact point. The coloring in both panels is by the amount of displacement from the initial position colored according to the legend on the right side. Animation 5. The coloring scheme is described with Animation 2.
energy is too deep to contribute effective to the ejection process (Russo et al., 2007). At 20 psec the crater is much larger than the ejected volume. Undoubtedly, with sufficient time, the solid should relax back to the equilibrium density but the process is too time consuming to model.

E. Reactions

Effectively modeling widespread and diverse reactions within molecular simulations is a daunting undertaking. One must have an interaction potential that describes all the possible reaction events. In addition, in SIMS the energies of the collisions can be so high that reaction events for excited state species including ions are also possible, events that cannot be modeled with classical mechanics. We have performed simulations of C60 and Au3 bombardment of water ice for energies between 2.5 and 15 keV, however, using an interaction potential that allows us to monitor whether there is sufficient energy for reactions to occur (Ryan, Wojciechowski, & Garrison, 2007). Snapshots from these simulations are shown in Figure 10. The time of the snapshots is 0.5 psec, a value chosen as when the majority of reaction events have occurred. The gray dots represent intact water molecules in a 2 nm slice of the sample through the center of the substrate below the projectile impact point. The colored spheres represent reacted species whether they are in the slice or not. The fragmented species are placed graphically at their original position in the sample. The positions where the reaction events occur follow the motion of the respective projectiles (Russo, Wojciechowski, & Garrison, 2006). For Au3 bombardment, as the kinetic energy of the cluster increases, the penetration depth of the Au atoms increases. The fragmented molecules occur
along the motion of the Au particles. There are many occurrences of individual dissociated molecules, although there are some regions in which several nearby molecules have fragmented. In contrast to the Au atomic motion, the C atoms from the fullerene cluster stop within 4–5 nm of the surface. Thus, the reaction events are confined to a very dense region near the point of impact. The number of reacted molecules exhibits a non-linear increase as a function of increasing projectile energy, indicating that there is cooperation among the motion of the C atoms in terms of influencing the reaction probability. The nature of the reaction environment for C₆₀ bombardment, especially at the higher incident energies, is quite different. The reaction rate is greatest at about 100 fsec when a crater under the impacting C₆₀ particle has started to form. The molecules initially in the volume where the crater has formed have been compressed into the bottom and sides of the crater forming a dense region. It is within this dense and highly energized region that the reactions are occurring. These simulations strongly suggest that multiple atoms/molecules are simultaneously involved in the reactions initiated by cluster bombardment, especially for C₆₀ particles. In addition to the compressed geometrical region, the events are occurring in a very short time frame, thus many non-adiabatic and excited state reactions are energetically possible. This massive motion could spawn any number of complex reaction or ionization events.

F. Implications for 2D Imaging, Depth Profiling, and 3D Imaging

The excitement with cluster bombardment in SIMS is an enhanced brightness of the signal in 2D imaging experiments, molecule specific depth profiling, and the combination of the two, that is, 3D imaging (Fletcher et al., 2007; Wucher, Cheng, & Winograd, 2007). [A review of molecular imaging experiments in general has recently appeared in this journal (McDonnell & Heeren, 2007)]. The simulations highlight some important differences between cluster bombardment and atomic bombardment. First, every cluster hit ejects about the same amount of material. There are no winners and losers as with the ions in atomic SIMS, for example, see Figure 2. Second, the amount of material ejected is much larger than with atomic SIMS. Experiments for Au⁺ at 25 keV and C₆₀⁺ at 20 keV bombardment of water ice have yields of 94 and 1,830 molecular equivalents, respectively (Szakal et al., 2006). Calculations of 15 keV Ga and C₆₀ bombardment of a silver substrate predict yields of 21 and 327, respectively (Postawa et al., 2004). The larger yield [and ion yield (Weibel et al., 2003)] of material and consistent yield from each ion hit makes the 2D images brighter. Second, the simulations show clearly that there is less displacement in the substrate with the C₆₀ bombardment than atomic bombardment, that is, compare Figure 6 with Figure 3 and compare Figure 8 with Figure 5. Our simulations that allow reactions (i.e., damage) (Ryan et al., 2007) as presented in Figure 10 show that the reactions are confined to a smaller volume than the total displacements, thus the damage region for the trajectory shown in Figure 8 is even less than the colored region. The crater volume is greater than the damage region, thus the next hit has the potential to remove a majority of the damaged molecules and sample a considerable amount of unaltered volume, ideal conditions for molecular depth profiling (Cheng, Wucher, & Winograd, 2006). The MD simulations provide a graphic and clear understanding of why cluster beams such as C₆₀ make 2D imaging, depth profiling and 3D imaging experiments possible in SIMS.

V. ATOMIC VERSUS CLUSTER BOMBARDMENT OF THIN AND THICK FILMS OF WATER ICE ON SILVER

The principles we have discussed for atomic and cluster bombardment on thin and solid films of organic molecules can be used to interpret SIMS data for Au⁺, Au₃⁺, Au₅⁺, and C₆₀⁺ bombardment of water films of varying thickness on a Ag surface (Szakal et al., 2006). The measured quantity is the Ag⁺ signal as a function of water thickness as shown in Figure 11 for the four projectiles. The signals follow a near-exponential decay with the signal from C₆₀⁺ bombardment decaying most quickly with water thickness and the signal from Au⁺ bombardment the slowest.

The obvious questions are first, why is there a difference with projectile, and second, what does it mean to have a Ag⁺ ion ‘escape’ from a water film of 10–20 nm. The answer to the first question is illustrated by the snapshots in Figures 3, 5, 6, 8–10. The C₆₀ deposits its energy in the top 4–5 nm of the water film. Once the film thickness exceeds this dimension, the C₆₀ cannot impart energy to the underlying Ag substrate in order to eject Ag atoms. A water film thickness of about 5 nm is sufficient to eliminate the Ag⁺ signal. (Of note, Figure 9 is for 5 keV bombardment at normal incidence, Figure 10 goes up to 15 keV whereas the experiment in Figure 11 is for 20–25 keV bombardment at 40–45° incidence. The data may vary but the concepts presented here are applicable to the higher energies.) The Au₃, on the other hand can penetrate deeper into the film by a factor of 2–3 more than the C₆₀, and the Au even further. The deeper the projectile can penetrate, the thicker a water film is needed to inhibit the ejection of Ag⁺ ions.

The second issue that the simulations can answer is what it means for a Ag⁺ ion to eject from an overlayer film. One explanation might be to say that the Ag particle escapes through the water overlayer. It is hard to conceive, however, of a sputtered particle with only several eV of kinetic energy being able to penetrate a several nanometer film of water. The key dynamics is seen in Figures 3, 6, and 12. In particular, Figure 12 displays the dynamics of Au₃ and C₆₀ bombardment at 15 keV of a 2.5 nm film of water on Ag. The projectile in all cases is able to clean the surface of overlayer film, thus providing an open escape route for sputtered Ag particles.

This example of Ag⁺ ion intensities as a function of water overlayer thickness demonstrates the power of the MD simulations to help interpret experimental SIMS data. Not only are the relative trends versus projectile type explained but also the reason that Ag can eject from a seemingly ‘thick’ overlayer of several tens of nm. The observation of metal atoms ejecting in the presence of a thick organic layer is not unprecedented. Bolbach et al. (1988) deposited Cd stearate Langmuir-Blodgett layers on Au and Ag substrates and measured the substrate ion signal due to 21 keV Cs⁺ bombardment as a
function of coverage. They found that there is a measurable Ag\(^{+}\) ion signal to 8 layers or about 20 nm. Wong, Lockyer, and Vickerman (2005) measured the emission of Au\(^{+}\), Au\(_2^{+}\), and Au\(_3^{+}\) from thiolate layers adsorbed on a Au substrate due to 25 keV Ga\(^{+}\) bombardment. For the Au\(^{+}\) emission they find a depth of origin of 7 nm and see emission of all three ions up to a depth of 10 layers or 16 nm. The mechanism proposed from the MD simulations suggests that the metal ions are not ejecting through the overlayer but rather the overlayer is swept away providing an unimpeded path for ejection.

VI. LARGE CLUSTER BOMBARDMENT

If clusters like SF\(_5\), Au\(_j\)/Bi\(_j\), and C\(_{60}\) are better than atomic projectiles, does that mean that bigger is even better? If so, how much bigger is better? Increasing the size of the cluster enormously, in fact, can make for extremely large total energies even for a small energy per particle. For example in DESI, the energy per molecule in the cluster is sub meV, but since it is a micron size particle, the total energy is GeV (Takats et al., 2005). For clusters of the size of several hundred to several thousand particles, the beam sources are primarily in one or two labs and are not commercialized for mass spectrometry applications. Rather the application has been predominantly surface smoothing (Yamada et al., 2003) and consequently the simulations have been limited to rare gas cluster bombardment of atomic samples (Aoki et al., 2001, 2003; Aoki & Matsuo, 2006). Atomistic simulations of DESI, in fact, may be currently intractable. Thus, this section contains a brief overview of the first studies of large cluster bombardment of thin organic layers on a metal substrate (Rzeznik et al., 2008) and one trajectory of a large cluster bombardment of a molecular solid.

A. Thin Organic Layer

Two energy regimes have been identified for ejection of organic molecules from a metal substrate due to large cluster bombardment (Rzeznik et al., 2008). The first regime is when the cluster has sufficient energy to create a crater in the metal substrate and then the subsequent motion is similar to C\(_{60}\) bombardment as discussed above. The distinctive regime is when the energy of the cluster is sufficiently low that no displacements are created in the metal substrate as shown in Figure 13 and Animation 6 for an Ar\(_{9000}\) cluster with 18 keV bombarding a layer of polystyrene tetramers (PS4) on Ag. The molecules are removed from a ring-like region and no substrate Ag atoms are displaced. Lowering the incident kinetic energy by a factor of four results in no ejection of PS4 molecules. In these simulations, the PS4 molecule is bound by about 2.1 eV to the substrate. Thus, there is an intermediate energy regime where molecules can be ejected without damage to the substrate. Two new mechanisms of emission have been identified from the simulations. The first is a mechanism that ejects molecules from the edge of the incident cluster almost like washing them from the surface and the second is a compression mechanism for molecules directly under the cluster.

The washing mechanism is illustrated in Figure 14 where the key action occurs along the direction that contains the red, green, and black PS4 molecules. The incident cluster in a continuous, collective motion pushes the red molecule sideways and towards

![FIGURE 11. Experimental \(^{107}\)Ag\(^{+}\) ion intensity versus water ice film thickness for the four primary projectiles being studied. Linear regression lines for the central portion of each curve are included. Used by permission from the American Physical Society, Szakal et al. (2006).](image-url)
the metal substrate. As the red molecule is pushed sideways and down, the Ag substrate and the green molecule exert an upward force. The red molecule ejects with 52 eV of kinetic energy. This motion now proceeds in a chain with the green molecule being pushed down and sideways until the Ag substrate and the black molecule exert an upward force. The green molecule ejects with a smaller amount, 31 eV, of kinetic energy. In general, the number of molecules ejected with the Ar cluster is larger than with C\textsubscript{60} bombardment and the ejected molecules have much larger kinetic energies. In addition, due to specific properties of ejection process, the angle of emission is peaked near grazing angles.

As shown in Figure 13 most of the molecules are ejected from a ring-like area starting close to the perimeter of the Ar cluster via mechanisms similar to those shown in Figure 14. Surprisingly, there is almost no ejection from the area located below the cluster. Even if a molecule does obtain sufficient upward energy by being pressed down by the cluster and up by the surface, the molecule must penetrate the cloud of Ar atoms above it in order to eject. As a result, the ejection by this channel can only occur very late in the trajectory as shown in Figure 15 and the ejected molecules have relatively small amounts of kinetic energy. The recovering substrate atoms are responsible for propelling the blue PS4 molecules into the vacuum.

The observations provide insight into the efficacy of slow, large noble-gas cluster beams for molecular desorption in TOF-SIMS experiments. There are several features which indicate that
application of such projectiles could be potentially useful for SIMS/SNMS analysis of thin organic overlayers deposited on an inorganic substrate. First, a large molecular signal is generated by the impact of a single projectile. This observation differs from measurements performed with small cluster projectiles where signal is usually low and no significant yield enhancement is reported when the atomic projectile is replaced by a small cluster ion (Weibel et al., 2003; Sostarecz et al., 2004; Winograd, 2005). The efficiency of molecular ejection increases with the size of the cluster provided that a constant energy per atom can be secured. At the same time, the onset for molecular desorption is shifted towards a lower kinetic energy per atom. Lowering of the desorption threshold results in ejection of less internally excited molecules and, consequently, to a lower fragmentation of molecules on their way to the detector. All these observations indicate that a primary beam composed of the largest available clusters should be used to probe organic overlayers. Bombardment by a larger cluster results also in a larger number of Ar atoms having a chance to collectively interact with the organic molecule. A cumulative action of a larger number of projectile atoms should, in turn, allow uplifting of larger molecules. As a result, application of such projectiles could potentially allow detection of higher molecular weight molecules (Cornett et al., 1994). Another potentially positive feature of large cluster ion beams is the ability to collect spectra without fragments (Rzeznik et al., 2008). This ability could in some cases simplify the procedure of chemical identification of analyzed material. However, if the presence of specific fragments is necessary to accomplish more elaborate chemical identification, it can be achieved by a simple increase of the kinetic energy of the primary beam.

B. Organic Solid

The time snapshots from 5 keV Ar872 bombardment of the coarse-grained benzene system are shown in Figure 16 and Animation 7. For comparison the results of 5 keV atomic bombardment and 5 keV C60 bombardment are shown in Figures 5 and 8, respectively. The general behavior of Ar cluster is similar to the behavior of C60 cluster and is different from the behavior observed during bombardment of thin organic overlayers on metal substrate. After the impact on the benzene crystal, the projectile easily penetrates into the organic sample due to its low cohesive energy. Due to the softness of the organic substrate, formation of a high-density, high-pressure region at the sample/cluster interface is less probable as compared to the impact on the hard metal substrate. As a result, the propagation of a shock-wave inside the projectile which led to a side jetting of projectile atoms is greatly reduced. As seen in the snapshot collected at 1 psec, the Ar atoms are surrounded by the organic material. At 36 psec most of the projectile atoms are back-reflected into the vacuum and a large crater is formed in the
FIGURE 14. Time evolution of the ejection of high- and medium-energy PS4 molecules induced by 15 keV \( \text{Ar}_{2953} \) cluster impact at normal incidence. A top view is shown at the initial time. The subsequent times display particles located within a slice 1.6 nm wide centered at the point of impact. The orientation of the slice is schematically marked by dashed lines in the topmost panel. Only molecules involved in the mechanism discussed in the text are shown. The arrows indicate the final direction of momentum of ejected PS4 molecules. Used by permission from the American Chemical Society, Rzeznik et al. (2008).

FIGURE 15. Time evolution of the ejection of low-energy PS4 molecules induced by 15 keV \( \text{Ar}_{2953} \) cluster impact at normal incidence. Only ejected molecules together with their nearest neighbors located within a slice 1.5 nm wide centered at the point of impact are shown. Used by permission from the American Chemical Society, Rzeznik et al. (2008).
sample. The size of the crater is larger than for 5 keV C\textsubscript{60} irradiation. However, this difference is not caused by a larger sputtering yield but by a larger material compression factor induced by an impact of heavier projectile (Russo & Garrison, 2006). In fact, the calculated total sputtering yield for 5 keV C\textsubscript{60} impact is 317 molecules, while barely 97 molecules are emitted by 5 keV Ar\textsubscript{872}. Such a low sputtering yield induced by Ar cluster is a consequence of the primary energy being deposited too
shallow as discussed in the Section IV.C. The same processes seem to lead to ejection of benzene molecules by both C60 and Ar872 projectiles. Some differences may occur at higher impact energy where the importance of the effect of the substrate softness diminishes and the formation of the shock wave in the deforming projectile is more probable. However, no calculations have been done so far at this energy range to confirm this supposition.

VII. MALDI

The length and time scale of MALDI or laser ablation far exceeds what can be modeled with conventional atomistic MD simulations. The laser probe size is tens of microns in diameter, the UV radiation of typical UV MALDI matrices is absorbed in a several tenths of micron depth and the laser pulse width of N2 lasers lasts a handful of nanoseconds. To put this volume in perspective, assume a 20 μm diameter of the laser probe, a 0.2 μm ejection depth and a density of the matrix of 1 g/cm3. The amount of material removed is approximately \(6 \times 10^{-11}\) g. For C60 bombardment of ice at 20 keV, the amount of material removed is 1,830 water molecule equivalents (Szakal et al., 2006) or \(5 \times 10^{-20}\) g. There is a factor of nine orders of magnitude in volume of removed material for these two techniques. The difference in timescale of the important motion is a factor of a thousand larger for UV MALDI than cluster bombardment. To apply the same simulation approach for MALDI as with cluster bombardment is impossible. To make progress in understanding the ejection process, therefore, a strategy was developed to make sure the essential physics/chemistry was incorporated while at the same time omitting compute intensive, not-as-essential aspects (Zhigilei et al., 1997, 1998; Zhigilei & Garrison, 2000; Zhigilei et al., 2003a,b; Leveugle & Zhigilei, 2007).

The size of the simulation system is restricted in all dimensions after carefully assessing the important physics. Only the system in the center of the laser probe is considered with periodic boundary conditions applied. For example discussed here (Leveugle & Zhigilei, 2007), a sample of width 40 nm is used as shown in Figure 1d. The penetration depth, a quantity inversely proportional to the absorption coefficient, used is 50 nm. Careful application of a pressure absorbing boundary condition (Zhigilei & Garrison, 1999b) allows the system to be only 60 nm deep. The laser pulse width is 50 psec, a time sufficiently long that the physics of ablation is by the same physics as in the MALDI experiments (Zhigilei & Garrison, 2000). Finally, a coarse-grained approach was used in which each matrix molecule was approximated by one particle in the simulation (Zhigilei et al., 1997, 1998). This last approximation allows for an order of magnitude fewer particles and a simpler interaction potential for which a larger time step in the numerical integration can be used.

The novel feature of the coarse-grained description of the matrix molecules is an internal breathing mode for each particle (Zhigilei et al., 1997, 1998). This breathing mode is used for depositing the energy of the incident photon as kinetic energy. The parameters of the interaction potential for the breathing mode are chosen to give a reasonable rate of energy transfer to the remaining solid. The use of the breathing mode circumvents the whole issue of how the photons get absorbed into the electronic state and then redistributed to vibrational motion. The concept is that this process does happen, and the simulations only model what happens afterwards. Because there is a mechanism for depositing the photon energy into the matrix, an explicit pulse width, Beer’s law dependence, and fluence can be included. Matrix molecules are randomly chosen within the appropriate time and spatial dependence of interest for absorbing a photon of energy. Analyte molecules of mass 10 kDa are described by a chain of coarse-grained particles of the same size as matrix molecules bonded together by potentials appropriate for a C–C bond (Leveugle & Zhigilei, 2007). The analytic molecules can dissociate if the forces on them are sufficiently strong.

The predicted yields as a function of fluence are shown in Figure 17 for a system of pure matrix molecules (Zhigilei & Garrison, 2000; Zhigilei et al., 2003b). There is an initial increase in yield with fluence at low fluence, followed by a discontinuous jump in yield followed by an additional increase in yield. At low fluence regime, the simulations show quite clearly that the physics of material removal is desorption of primarily individual molecules. The calculated yields are described well by a model in the literature based on a thermally activated process (Dreisewerd et al., 1995; Johnson, 1996; Zhigilei & Garrison, 1999a). At fluences above the point where the discontinuous jump in yield occurs, that is, the ablation threshold, the physics that gives rise to the ejected material is based on a volume removal model (Srinivasan & Braren, 1989; Johnson, 1996; Zhigilei & Garrison, 1999a) and the plume has a different character. The plume consists not only of individual molecules but also large clusters of matrix molecules. It is the presence of the clusters that characterizes the ablation process. The laser heats the matrix sufficiently quickly that the temperature reaches approximately 90% of the critical temperature (Garrison, Itina, & Zhigilei, 2003). At this point, the incubation period for the onset of the homogeneous boiling drops from more than a nanosecond to picoseconds as the temperature increases by \(\sim 1\%\).

One prediction of the simulations is that in the desorption regime there are no large clusters of molecules, right above the threshold the clusters are largest and at higher fluencies they are smaller. This prediction has been verified in experiments in which the ejecta is collected on a glass slide and then imaged with atomic force microscopy as shown in Figure 17. At the lowest fluence they do not observe clusters, at a moderate fluence they observe the largest clusters and at a higher fluence the clusters are smaller. These clusters are of a variety of sizes and would comprise a background signal in any MALDI experiment.

The physics of ablation, that is, absorption of energy in a volume near the surface followed by a phase explosion, involves a coordinated motion of large amounts of material towards the vacuum. Several simulations (Zhigilei & Garrison, 1998; Sadeghi, Wu, & Vertes, 2001; Yingling et al., 2001; Itina, Zhigilei, & Garrison, 2002; Kristyan, Bencsura, & Vertes, 2002; Leveugle & Zhigilei, 2007) show that large or non-volatile analyte molecules only eject above the ablation threshold and that they do not eject in the desorption regime. An example of ablation with an analyte molecule incorporated is shown in Figure 18 and Animation 8. The coloring scheme clearly distinguishes between the analyte molecules that eject (green)
and those that do not (red). All of the ejected analyte molecules are in the part of the matrix that ablates (yellow). It is the collective motion or phase explosion (Zhigilei & Garrison, 2000; Garrison et al., 2003) that provides the thrust to lift off the heavy, non-volatile molecules. Because MALDI (laser ablation) involves a collective motion of a large (almost macroscopic) amount of material, it is not surprising that the largest molecules observed in MALDI are at least an order of magnitude larger than those observed in SIMS.

The simulations of analyte ablation from within a matrix (Zhigilei & Garrison, 1998; Sadeghi et al., 2001; Yingling et al., 2001; Itina et al., 2002; Kristyan et al., 2002; Dou et al., 2003; Leveugle & Zhigilei, 2007) consistently predict that the analyte molecule should be solvated by matrix molecules. In other words, if the large analyte molecule is present then it participates in the clusters and is solvated. The amount of solvation is decreased if the analyte molecule is near the surface or if the laser fluence is high but the solvation never quite goes away (Itina et al., 2002; Zhigilei et al., 2003b; Leveugle & Zhigilei, 2007). It is thus perplexing how the isolated analyte ion signal appears so clearly in MALDI experiments. Our experience in performing MD simulations indicates that they are well designed and that the interaction potentials are sensible. Obviously, a renewed effort needs to be made to understand the desolvation of the analyte molecule.

VIII. IONIZATION

The MD simulations give an exquisite view of the motion of the particles following bombardment by energetic particles and laser irradiation. A plethora of results from the simulations have given tremendous insight into surface based mass spectrometry. The big missing link between the results from simulations versus experiment is the ionization process, as it is ions that are detected. In SIMS and MALDI these ions are formed before or during the energizing event and removal from the surface and are not formed by any means of experimental postionization procedure.

The predominant parent ions in both SIMS and MALDI for organic and biological samples are \((M\pm H)^+\) where \(M\) is the molecule of interest. Ions in which the molecule is attached to species such as \(Na^+\), \(K^+\), \(Ag^+\), or \(Au^+\) are also observed. There are two simulation studies which illustrate the beginning stages
of modeling of ionization in organic-like solids. First, Knochenmuss proposed an energy pooling mechanism for ion formation in MALDI (Knochenmuss, 2002). His studies include ground and excited state matrix and analyte species, and ions. He showed that there is a competition in the plume among the matrix and analyte molecules for the ions which leads to an explanation of matrix and analyte suppression effects (Knochenmuss, 2003). Recently, Knochenmuss and Zhigilei (2005) have incorporated the energy pooling mechanism into a MD simulation of laser ablation. They find that free matrix ions are formed in both the desorption and ablation regime although as discussed above, they find that the analyte ions remain embedded in clusters composed of matrix molecules throughout the simulation time (several nanosecond).

In the second study, Wojciechowski and co-workers examined the emission of pre-formed salt ions from a water matrix in SIMS in a joint computation and experimental study (Wojciechowski et al., 2004a,b). They found experimentally that for over four orders of magnitude of salt concentration the ion intensities are relatively constant and more cations are emitted than anions. Moreover, for 1 M solutions the bare ion (e.g., Na\(^+\) or I\(^-\)) is the predominant species over hydrated ions. The simulations demonstrate that at high concentration of salt the cations and anions neutralize each other, thus inhibiting ejection as ions. At the highest concentrations, there are local areas in the water.

FIGURE 18. Time snapshots for a MALDI simulation. The matrix and analyte molecules that ablate are yellow and green, respectively. The matrix and analyte molecules that do not ablate are blue and red. Only molecules in a slice 3 nm thick are shown. The horizontal dimension of each snapshot is 40 nm and the vertical dimension is 380 nm. The dashed line is the position of the original surface. The data are from Leveugle and Zhigilei (2007). Animation 8.
where there are nearby pairs of ions of like charge that repel each other in the desorption event and thus eject as bare ions. Due to limited ionization processes included and the limited size of the simulation, the modeling could not explain the hydrated ion, for example, $\text{Na}^+(\text{H}_2\text{O})_n^+$ distributions, differences in the spectra among different salt compounds and the experimentally observed distributions of $(\text{H}_2\text{O})^+_n$, $(\text{H}_2\text{O})_n^+\text{H}^+$, and $(\text{H}_2\text{O})_n^+\text{OH}^-$. 

There is an essential difference in these two simulations relative to the number of particles in the simulation versus the number of ions ejected. In the MALDI simulations, approximately $10^6$ particles eject. For an ion fraction of $10^{-2}$ to $10^{-3}$ (Dreisewerd, 2003) a total of 10 to 1,000 ions are ejected in one simulation. In SIMS the ion fractions are similar, but only on the order of $10^3$ or fewer particles eject per incident particle which means that one simulation may give no ions at all. Thus, hundreds of trajectories, each of weeks to months (Table I), would have to be performed in order to make comparisons with experimental distributions.

Thus, although steps have been initiated at understanding ionization in MALDI and SIMS, there is enormous room for improvement. The studies described above assume a specific mechanism of ion formation, energy pooling of molecules in excited electronic states or pre-formed ions, and then examine the consequences of the assumed mechanism on some property that can be measured in experiment. Ideally it would be nice to have a first principles calculation of ionization and electronic effects. At this time, however, we do not know of a formalism to include all possible processes. It is evident, however, that it must involve quantum mechanics. Quantum mechanical calculations are simply too big to perform for systems of the size needed for SIMS and MALDI. Thus, for the time being, the only tractable approach is to develop models with assumed ionization processes and test them against experimental data.

To illustrate the intricacies of modeling ionization and verifying the reasonableness of the results, consider the possibility of modeling the $(M + H)^+$ ion intensity in cluster SIMS of a system of a biological molecule, $M$, in ice, a natural biological matrix. Certainly, there might be preformed ions, $(M + H)^+$, but there is also a plume-like evolution (Wojciechowski & Garrison, 2006) which can lead to a competition for the charged particle by the various species in the system as in the Knochenmuß MALDI simulations. Simulations of cluster bombardment of water ice show that there is ample energy to dissociate water molecules during the bombardment event (Ryan et al., 2007). Thus, the creation of new ions and attachment of the new ions to the molecule is possible. Moreover, the same simulations (Ryan et al., 2007) as well as the study of pre-formed ions by Wojciechowski et al. (2004a,b) show that recombination of near-by ions to form neutral species is very probable. In addition to the formation of parent $(M + H)^+$ ions the model should, therefore, predict all the water cluster distributions mentioned above.

Concomitant with the computational complexities is whether experimental data is sufficiently discriminating to determine if the assumed ionization mechanism is correct or not. For example, for cluster SIMS studies of ice, it has been shown that the water cluster distributions, $(\text{H}_2\text{O})_n^+\text{H}^+$, have differences that are characteristic of the projectile, $C_{60}^0$, $\text{Au}^+_1$ or $\text{Au}^+_0$ (Conlan et al., 2006a). Other studies give that ion yields, $(M + H)^+$, of small peptides in ice depend on the basicity of the peptide (Conlan, Lockyer, & Vickerman, 2006). At the same time the estimate for the total ion yield is $\sim 10^{-2}$ (Szakal, Kozole, & Winograd, unpublished work). At this stage it is impossible to tell if these data would allow one to make a definitive statement about mechanisms. The challenge to understand ionization, especially in SIMS, requires not only good theory and modeling but also experimental data that will discriminate among various possible ionization mechanisms that might be assumed in a theory or model. Therefore, the challenge to both theorists and experimentalists is to design appropriate models and experiments.

IX. CONCLUSION

The molecular dynamics simulations provide a unique view into the basic processes in surface based mass spectrometries. The overarching concept from the simulations that underpins the success of all the techniques to launch non-volatile molecules into the gas phase for analysis is some level of correlation or cooperativity of motion. It is the cooperative motion that propels the molecules off the surface without attaining thermal equilibrium with the internal vibrational modes that would lead to dissociation or rearrangement. For atomic SIMS, this cooperative motion is occasional, much like a game of billiards. For cluster SIMS, the atoms in the cluster strike the surface creating a crater, thus there is a consistency of correlated motion from one impact to the next. Increasing the cluster size even further introduces a washing mechanism to remove molecules from the surface, again with a large level of correlated motion although much of motion is in the horizontal direction. The technique that masters correlated motion towards the vacuum and detector is MALDI. In this technique, there is a phase transition or explosive boiling that drives a billion times more mass into the vacuum than is possible with cluster beams.

The basic physics provides only one piece of the consideration in choosing one surface based mass spectrometry over another. There are many experimental considerations. If the sample needs to be neat (i.e., no matrix), then particles rather than a laser are the energizer of choice. Atomic and cluster SIMS provide for the highest resolution imaging capability. Cluster beams such as $C_{60}$ allow for molecular depth profiling. DESI with the massive liquid droplets can be performed in atmospheric conditions opening the door for many unique applications. Finally, there is the issue of ionization which is still unknown and may be the deciding factor for one technique to give the best signal for a given system.
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