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ABSTRACT: A model for predicting depth profiles due to
energetic particle bombardment based on the RMS roughness
of the system and the sputtering yield is proposed. The model
is an extension of the macroscopic transport model proposed
previously [Tuccitto, N,; Zappala, G.; Vitale, S.; Torrisi, A;
Licciardello, A. J. Phys. Chem. C 2016, 120, 9263—9269]. The
model is used to reconstruct the experimental depth profiles of
a NiCr heterostructure due to bombardment by Cg, SFs, O,,
and Ga.

1. INTRODUCTION

Efforts have been undertaken toward understanding the factors
involved in depth profiling of atomic and molecular solids due
to bombardment by energetic projectiles. Typical model
systems include embedded delta layers and multilayer
heterostructures. The first models introduced the three
fundamental factors for depth profiling, that is information
depth of sputtered material, ion-beam mixing, and surface
roughness.”” These models propose analytic functions for
fitting to experimental data and are useful in many applications.
The procedure, however, of how to incorporate microscopic
information on the atomic or molecular motion, such as comes
from atomistic molecular dynamics (MD) simulations, is not
clear.

A model has been developed recently to take information
from MD simulations and predict the depth profile of a delta
layer.”~® This model is valuable in providing insight as to how
the physics from the MD simulations fits with the concepts of
roughness, information depth, and mixing. The computational
complexity of this model and the underlying MD simulations,
however, make it prohibitive to consider large depths and long
times. As a result, modeling depth profiling of systems with
100s of nm depth and inclusion of long time scale processes,
such as thermal diffusion, is not tractable. It is also not clear
how to connect experimental quantities with the calculated
depth profile.

Recently, a continuum transport and reaction model of depth
profiling due to energetic ion-beam bombardment or sputtering
has been proposed by Tuccitto et al.” The physics associated
with sputtering, specifically the sputtering yield and the ion-
beam damage or displacements, are associated with the
macroscopic processes of advection and diffusion, respectively.
A reaction term has also been incorporated to include
bombardment-induced chemistry. This transport model is
capable of correctly reproducing qualitative features of a
depth profile. It is not clear, however, how the parameters of
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this model map to the microscopic quantities of MD
simulations or experimental data. On the other hand,
incorporating quantities such as thermal diffusion and modeling
large sample depths is straightforward and easy to compute.

We have long been proponent of analytic models that
incorporate input from MD simulations, especially for the ion-
beam bombardment process of secondary ion mass spectrom-
etry (SIMS). These include the mesoscale energy deposition
footprint (MEDF) model® and the steady-state statistical
sputtering model (SS-SSM).** In the MEDF model, the energy
deposition profile from short-time MD simulations of cluster
particle bombardment are used to provide input into an analytic
model to predict sputtering yields as a function of incident
energy. The SS-SSM uses input from repetitive bombardment
MD simulations'’ to predict the corresponding depth profile of
a delta layer. For Cg, and Au; bombardment of a Ag surface, it
was found that the best depth profiles resulted when the
sputtering yield was high relative to the amount of ion-beam
mixing or damage.’

In this study, we propose how to use the SS-SSM and
underlying MD simulations to determine how to interpret and
choose input into the transport model. Specifically we will use
the examples of Cg, and Au; bombardment of Ag(111)4'S and
Cg, bombardment of a molecular solid of octane.® On the basis
of this development, we propose simple relationships of the
input quantities to the transport model based on only the
experimental quantities of sputtering yield and RMS roughness.
The predicted depth profiles from these parametrizations will
be compared to the depth profiles predicted by the SS-SSM.
Finally, we predict depth profiles for Cg,", Ga’, SF', and O,"
depth profiling of a NiCr heterostructure and explain the beam
type dependence of the experimental depth profiles."' "> The
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ultimate target to be addressed in future studies is explaining
the tem4perature dependence of depth profiling of Irganox delta
layers."*~'® The ability to incorporate the experimental data
directly into the transport model makes this model useful in
direct interpretation of experimental results.

2. MICRO- AND MACROSCOPIC DESCRIPTIONS OF
SPUTTER DEPTH PROFILING

The first step is to establish a procedure for using the results of
the repetitive bombardment MD simulations and the SS-SSM
analysis to understand and quantify the input quantities of the
transport model in terms of the basic physics and motion of the
bombardment process. On the basis of this analysis and
comparison, we formulate an empirical approach based on only
experimental quantities for determining the input quantities of
the transport model.

2.1. Transport and Reaction Model. This model is
described in detail in the original reference’ and is based on the
advection—diffusion—reaction equation for mass transfer

% __,% i(D(x)g—;) + R(x)

o ox ox (1)

The independent variables are t = time [s] and x = depth [nm].
The dependent variable is ¢ = c(x;t) = concentration profile of
mass (or number of atoms/molecules). The parameters are v =
velocity the mass is traveling with [nm/s], D(x) = depth
dependent diffusivity [nm?/s], and R(x) = depth dependent
reaction term [1/s], a quantity not utilized in this study. The
initial condition is ¢y = c(x;t=0). A second equation of the same
form, with its own set of the parameters, can be added to model
the depth profiling of the second component as is needed for
the NiCr heterostructure. The initial concentration profile of a
delta layer is modeled as a double sigmoid. It corresponds to a
layer of mass embedded in the sample at given depth. As the
time passes, the mass travels toward the surface of the sample,
x = 0. During this process the profile changes its shape due to
the effect of D(x). In the original model, the depth profile is
determined only by the concentration of the delta layer
component at the surface as time is progressed in the numerical
integration.” Below we will propose a method to include
information depth in the transport model based on MD
simulation results.

2.2. Information Available in MD Simulations and the
SS-SSM. The first step is to assess the information available in
the MD simulations and the SS-SSM*™° analysis to make a
connection to the transport model. The critical quantities that
arise in a straightforward analysis from the repetitive bombard-
ment MD simulations'® are the yield expressed in volume per
impact and the RMS roughness. The SS-SSM*™® provides a
formalism for analyzing the results of the MD simulation and
also predicts depth profiles of delta layers. The SS-SSM divides
the MD system into layers and calculates quantities on a per
layer basis. The surface is roughened thus all quantities are
relative to the average surface level. The three quantities of
relevance are the sputtering yield per layer, displacements of
atoms or molecules from one layer to another, and the average
occupation of each layer.

The sputtering, displacement, and occupancy distributions as
determined in the SS-SSM from the MD simulations are for a
roughened surface, whereas the transport model assumes a flat
surface. The first step in making these two approaches
compatible is to ignore the information from the volume

above the average surface level, peaks in the roughened surface,
as there are relatively few particles here. Second, the
distributions from the average surface level (50% occupancy)
and into the substrate are normalized by the occupancy of each
layer. Thus, the distributions now appear as they are from a flat
surface. The roughness information remains, however, in the
widths of the distributions. In addition, the displacement
distributions in the SS-SSM were for movement up and down.
These have been converted to movement by one layer, by two
layers, and by three layers, where each of these quantities is
known as a function of layer position. Finally, the number of
atoms per layer that do not move vertically are determined.
This step is essential for determination of the value of the ion-
beam mixing term. Of note is that for each layer the sum of the
number of atoms that do not move, that move one layer, that
move two layers, etc., is approximately proportional to the
surface area of the master sample used in the MD simulation.
Later, we will use the explicit surface area of the master sample
for the calculation of time between impacts, and it is important
to realize that this information will cancel out.

2.2.1. Velocity. The velocity v that the mass is traveling with
is the rate at which the surface recedes and is associated with
the sputtering yield, Y, in nm® and experimental fluence, F, in
ions/(nm? s) as

v=FY ()

2.2.2. Sampling Depth. In the original formulation,” the
depth profile is determined only by the concentration of the
delta-layer component as it approaches the surface. In reality,
however, also particles located below the surface are being
ejected by a single projectile impact. The depth distribution of a
number of atoms ejected by a single impact is known as a
sampling or information depth. This quantity can be easily
determined from the sputtering distributions given by the MD
simulations. We normalize this function to a unit area as the
total sputtering yield is incorporated in the velocity. The
normalized sampling depth, S(x), is subsequently used as a
weighting factor for the concentration profile, c(x), to calculate
ejected mass in the predicted depth profile. In addition to
containing information about the depth of origin of the
sputtered particles, it implicitly contains information about the
RMS roughness.

2.2.3. lon-Beam Mixing and Diffusion. The ion-beam
mixing and diffusion has the form of

Dyya = D(x) + Dyge (3)

where D(x) is the depth-dependent ion-beam mixing term.
True thermal diffusion is represented by Dy and is a constant
component that can be temperature dependent.

Conceptually, there is a challenge to tie ion-beam mixing to
diftusion. Diffusion is generally considered to be a long time
process whereas the ion-beam mixing occurs on a time scale up
to tens of picoseconds. Even by examining MD simulations,
providing a precise time scale is challenging. We start, however,
by implementing the formula used for calculating a diffusion
constant in MD simulations. Diftusivity for an infinite one-
directional system is described as

_ 1. (disp(x)*)
D) = 2 lim = @)

The sputtering process and associated ion-beam mixing do not
exactly fit with the above description, but in order to find a
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connection between the macroscopic model for depth profiling
and the microscopic motions we assume a similar relation as

_ 1 (disp(»)’)
2

D() At (s)

where At is a time interval and thus we proceed from here. To
calculate the quantity (disp(x)*), we use the information
contained in the displacement distributions from the SS-SSM
analysis as described above modified to account for the flat
surface. For each depth we calculate the number of atoms that
are displaced by one layer, by two layers, three layers, etc., and
the number of atoms that are not displaced. The displacement
term is thus a sum of the number of atoms that are displaced
one layer times the layer spacing squared plus the number of
atoms displaced two layers times twice the layer spacing
squared, etc., divided by the total number of atoms. As noted
above, the total number of atoms per layer is approximately
proportional to the area of the master sample used in the MD
simulations. The quantity At is assumed to be the time between
impacts on the master sample or the reciprocal of the area of
the master sample times the fluence F. The final situation is that
we have used the SS-SSM displacement distributions to
calculate a D(x) value. The time factor has an area of the
master sample which effectively cancels out the total number of
atoms in a layer in the MD simulation, a factor that is not
physically relevant. Overall, then we can write D(x) as

D(x) = FD'(x) (6)

where D’(x) has units of nm* per impact. This quantity D’(x)
does not depend on the fluence, the time between impacts, or
the size of the master sample. It is a quantity related to an
average over single impacts much like the sputtering yield is an
average over individual impact events. Now the ion-beam
mixing term in the macroscopic transport equation has a
microscopic quantity associated with it. At this point we are not
prepared to make a precise physical interpretation of the D’(x)
term. What is clear, however, is that D’(x) only depends upon
properties associated with the individual impact events and not
any long time diffusion-like behavior. This quantity should
depend upon the projectile beam type, the incident kinetic
energy, KE, of the projectile beam, and the material properties
including displacement energies. Following the convention that
sputtering yields'” are proportional to the ratio of the KE to the
cohesive energy, U, we assume the integral of D’(x) over
depth to be proportional to KE/U, when we discuss below the
application of the transport model to the experimental NiCr
heterostructures.

To summarize, we used the displacement distributions from
the MD simulations and the SS-SSM analysis to define a
microscopic ion-beam mixing diffusion term, D(x). This
relation results in the ion-beam mixing term to be a product
of the fluence times a term that corresponds a quantity, D'(x),
related to single impacts.

For convenience, we assume the fluence to be 1 ion/(nm? s)
which corresponds to an ion current density of 6.4 nA per (200
um)?®. These conditions are in the experimental regime for Cg,
cluster sources. In fact, if there is no time-dependent quantity
such as diffusion in the transport equation, the fluence does not
matter in this model or in the experiment if the depth profile is
shown as a function of depth rather than time. For comparisons
with experimental data shown below, the apparent fluences are
taken from the experimental data.

2.2.4. Verification of the Transport Model Depth Profiles
vs the SS-SSM Depth Profiles. The first step is to define the
S(x) and D’ («x) quantities from the MD simulations and the SS-
SSM quantities, incorporate them into the transport model, and
compare the depth profiles. Repetitive bombardment MD
simulations have been performed for three systems and the
results analyzed by the SS-SSM with the results presented in
previous publications.

e 20 keV Cy/Ag(111)."*'® The sputtering yield is 6.4
nm® (or 373 atoms) per impact,’ and the RMS
roughness of the system is 2.35 nm.’

e 20 keV Au,/Ag(111).>'® The sputtering yield is 3.69
nm?® (or 216 atoms) per impact, and the RMS roughness
of the system is 2.69 nm.

e 10 keV Cg/octane.’ The total sputterin(g yield is 147
nm?® (or the equivalent of 703 molecules),’ and the RMS
roughness is 3.3 nm.

Only the yields and RMS values are given explicitly here as
these are the quantities most directly comparable to
information that can be extracted in experiments.

As the differential equation solver that we use requires an
analytical form of the input distributions sigmoidal functions
are fit to the sampling depth distributions, S(x), as well as the
ion-beam mixing terms, D’(x), obtained from the SS-SSM
model. The results are shown in Figure 1 with the sigmoid
function equation given in the Supporting Information and the
parameters given in Table 1.

The sampling distributions S(x) shown in Figure la are
normalized to unit area since they are weighting functions used
to obtain sputtered signal from concentration profiles. The
distributions for the three systems are similar to basically the

a ) ——C,/Ag (SS-SSM)
== Cg/Ag (RMS model)

— Au,/Ag (SS-SSM)

g Au,/Ag (RMS model)

g ——C,,/Oct (SS-SSM)

RO N ==+ C,,/Oct (RMS model)

=

w

112

D'(x) Ag (nm “/impact)
D'(x) Oct (nm */impact)

Depth (nm)

Figure 1. Distributions for use in the transport model for the three
systems. (a) Sampling depth, S(x), from SS-SSM values and the RMS
model. (b) Ion-beam mixing, D’(x), from SS-SSM values and RMS
model; right-hand side scale is for octane, and left-hand side scale is for
Ag.
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Table 1. Parameters for the Transport Model Based on the MD Results and SS-SSM Analysis

sampling depth, S(x)

ion-beam mixing, D’ (x)

velocity (nm/s)  amplitude  slope (1/nm)
20 keV Cgo/Ag(111) 64 0.94 1.02
20 keV Au,/Ag(111) 37 0.74 1.0
10 keV Cgy/octane 147 0.42 1.03

inflection (nm)

amplitude (nm*/impact)  slope (1/nm) inflection (nm)

0.66 13.5 0.88 3.48
1.09 122 0.64 4.50
2.28 105.8 0.65 3.90

entire curve at distances less than the twice the RMS roughness.
The ion-beam mixing, D’ (), functions are shown in Figure 1b.
The ion-beam mixing curves are broader than the sampling
distributions, consistent with the information from the MD
simulations and SS-SSM analysis which shows that the ion-
beam mixing occurs at a deeper depth than the sputtering
process. The ion-beam mixing distributions are similar in
magnitude for Cqy and Au; bombardment of Ag and a factor of
7 larger for Cg4y bombardment of octane. Explaining the large
difference is beyond the scope of this study as we need to
develop a better physical or computational picture of D’(x).
Even though the RMS roughness is not explicitly included in
the model, information about the RMS roughness does
implicitly appear in the distributions in Figure 1.

The depth profiles calculated with the SS-SSM, which were
interpreted previously,” are shown in Figure 2a. In the

0.20 T T T T T
a
) ——Cy/Ag
SS-SSM AufAg
015} ——C,,/Octane
c
S
g
'g 0.10 7
(s}
c
5]
O
0.05F 7
0.00 <t —
b) f\ ———-c gD
AN Au/Ag MD
0.15 |} transport f{\ \\ ----C,/OctaneMD 4
- model 7 W\ - -C,/AgRMS
S \'\‘.I Au /Ag RMS
® W = - - C,/Octane RMS
010} T 1
[9] \
Q BX]
c \
S \
O \
005} A\ 1
IS
Py ST
OOO e X 1 1 M —
5 10 15 20 25 30
Depth (nm)

Figure 2. Depth profiles for a delta layer, represented by the blue
vertical bar, of thickness 1 nm at a depth of 13.2 nm in the solid: (a)
SS-SSM; (b) transport model with input from MD results and from
the RMS model.

transport model, the delta layer is represented by a double
sigmoid as described in the Supporting Information. The depth
profiles calculated by the transport model using input from the
MD results with SS-SSM analysis are shown in Figure 2b. The
SS-SSM  distributions do not have an associated time scale;
thus, the transport model distributions are shown as a function
of depth with the velocity being the conversion factor. In our
opinion, there is qualitative agreement between the depth
profiles predicted by the transport model and those from the
SS-SSM. The worst agreement is for the octane system in
which the leading edge of the depth profile from the transport
equation is too narrow. In examining the SS-SSM sputtering
distribution for this system,® it is apparent that a significant
amount of material is ejected from above the average surface
level, and the assumption stated earlier that we can ignore the
peaks of the roughened surface is not valid.

2.2.5. Development of an Empirical RMS Model. We feel
that we have shown the correspondence between the terms in
the transport equation and the microscopic quantities of the
MD simulations. Our approach of using information from
repetitive bombardment MD simulations provides the
quantitative link and the conceptual definition of the impact
related ion-beam mixing term, D’(x). This approach, however,
is not practical for use with experimental data. Consequently,
using insights from the previous calibration studies, we
developed a simple model that uses the RMS roughness
value and the sputtering yield, both quantities that are available
from MD simulations or experimental data. This model, called
the RMS model for input to the transport equation, is based on
following assumptions.

e The inflection point in the D’(x) distribution is
proportional to the RMS value.

e The inflection point in the S(x) distribution is smaller
than D’ inflection point by a constant value, d, since the
analyses of the MD results by the SS-SSM show this to
be the case for the model systems.

e The area under the curve of D'(x) is given, for now, by
the area under the curve from the MD results. This
assumption is the main area needed for improvement of
the RMS model and, in fact, understanding the basic
physics underlying D’ ().

e Tor each the S(x) and D’(x) sigmoid functions, ignoring
the amplitude, we assume that 90% of the amplitude
change of the function is between distances of zero and
twice the inflection point, a distance denoted “cut”. Since
the sigmoid function is antisymmetric around the

Table 2. Parameters for the Transport Model Based on the RMS Model

sampling depth, S(x)

ion-beam mixing, D’ (ix)

velocity (nm/s)  amplitude  slope (1/nm)
20 keV Cgo/Ag(111) 64 0.72 0.89
20 keV Auy/Ag(111) 3.7 0.54 0.77
10 keV Cgo/Octane 147 0.39 0.64

25476

inflection (nm)

amplitude (nm*/impact)  slope (1/nm) inflection (nm)

1.01 13.46 0.89 3.31
1.50 12.18 0.77 3.81
2.28 10S.8 0.64 4.58

DOI: 10.1021/acs.jpcc.6b09228
J. Phys. Chem. C 2016, 120, 25473—25480


http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.6b09228/suppl_file/jp6b09228_si_001.pdf
http://dx.doi.org/10.1021/acs.jpcc.6b09228

The Journal of Physical Chemistry C

Table 3. Experimental Conditions

sampling depth D'(x)
RMS veloci slope inflection amplitude slope inflection
(nm) (nm/s Y (nm®) amplitude (1/nm) (nm) (nm*/impact) (1/nm) (nm)
15 keV Cg*/NiCr 2.5 0.0518 2.95 0.628 0.835 1.23 6.78 0.835 3.53
15 keV Ga*/NiCr 100 0.0122 0.174 0.007 07 0.0209 138.7 0.2 0.0209 141
3 keV SF;*/NiCr 10 0.201 0.174 0.082 0.209 11.8 0.181 0.209 14.1
3 keV O,"/NiCr 62 0.441 0.087 0.011 0.0337 85.1 0.0644 0.0337 87.4

inflection point, this means that at a distance of twice the
inflection point the value of the function should be 0.05
and the value at zero should be 0.95. This allows us to
determine the slope to be

In(1/cut™)

slope = ———
inflection point

(7)

We have found that a good agreement between the depth
profiles predicted by this simplified RMS model and the depth
profiles using MD input can be obtained, if the inflection point
for D'(x) = 1.4RMS and d = 3.2 nm as shown in Figure 2b.
The calculated sigmoid function parameters of the RMS model
for the three systems are given in Table 2, and the S(x) and
D’(x) distributions are shown in Figure 1. Regardless of its
simplicity, the RMS model reproduces the depth profiles of the
SS-SSM method as well as the functions based on the MD
results. We have, of course, used information from the MD
results to give the area under the D’(x) curve for the RMS
model.

The effect of thermal diffusion on the Ag depth profiles can
be easily tested in the transport model by setting the Dy
parameter. For Ag, self-diffusion has been measured over the
temperature ranges of 454—777 K"’ and 903—1208 K,** and
temperature-dependent diffusion constants have been deter-
mined. If these relations are extrapolated to 300 K, the diffusion
constant is on the order of 107'* nm?/s. This value can be
added to the calculation, but this value is 18 orders of
magnitude smaller than the ion-beam mixing values; thus, it is
obvious that no significant thermal diffusion occurs in Ag. The
big point, however, is that both ion-beam mixing and thermal
diffusion can be accommodated within the transport model.

3. INTERPRETATION OF EXPERIMENTAL DATA

We now take the RMS model one step further and try to
reproduce experimental depth profiles of NiCr heterostruc-
tures. It will be an important test of model versatility as these
depth profiles were obtained with four very different beam
conditions. The NiCr heterostructure sample has nine
alternating layers of Cr and Ni with the five Cr layers 53 nm
thick and the four Ni layers 66 nm thick for a total depth of 529
nm. Two groups have performed depth profiling experiments
on this standardized sample. First, Gillen et al. have used 3 keV
SF;* and O," beams and measured the Ni* and Cr* signals."
Second, Sun et al. have performed experiments using 15 keV
Cg" and Ga* beams and measured the Ni and Cr signals with
multiphoton resonance ionization." ">

The objective of this analysis is to use the available
experimental data to predict the depth profiles using the
transport model using the RMS model to generate input
functions. The three main quantities in the model are the
sputtering yield, the displacement quantity D’(x), and the
fluence. The quantities that appear in the experiment are the
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time to depth profile through the 529 nm of material, the RMS
roughness, and the sputtering yields for the Cq" and Ga*
beams. The experimental time to depth profile through the
sample was used to calculate the average velocity in the model.
The obtained values are given in Table 3. In the original
publications,"""> for Cg" and Ga* bombardment, the yields
were given in atoms per impact, and we converted these to nm*
by assuming the single crystal atomic density. For Ni and Cr
both the atomic densities and yield are within 9% of each other
so we used the averaged values for these quantities. The
effective fluence is the velocity divided by the yield. This value
accounts for the fluence of the beam and also the effect of
rastering the beam to produce a depth profile.

The yields for SF;" and O," bombardment were determined
by simulation using the experimental values for Cg," and Ga* as
reference points. The calculation of absolute sputtering yields is
challenging because none of the interaction potentials are
completely accurate and because some physics is missing such
as energy loss to electronic effects. Thus, our strategy is to use
comparable simulations to estimate relative yields and then
determine an estimate of the experimental yields for SF¢" and
O," bombardment based on the experimental Cg" and Ga*
yields. Previously we determined from MD simulations the
yields for Cgy and Ga bombardment of Ag at 15 keV to be 331
and 21 atoms per impact.”' No potentials exist for bombard-
ment of SF and O, on Ag, and we do not want to include too
much potential variation so we tried to construct hydrocarbon
analogues for these two projectiles. We chose projectiles of
neopentane C(CH,), and C, (with mass of O rather than C).
One hundred impacts were calculated for each projectile on the
flat surface at an energy of 3 keV and the experimental impact
angle of 52°. The calculated yields are 21.6 + 1.5 and 10.2 +
1.0 atoms/impact for C(CH;), and C,, respectively. The
neopentane calculated yield is almost the same as the Ga
calculated yield, and the C, yield is about half the Ga calculated
yield on Ag; thus, we scale the experimental yields for Ga* on
NiCr for SFs" and O, as given in Table 3. The effective fluence
is calculated from the experimental average velocity.

The RMS model is used with the experimental RMS values
to determine the S(x) and D’(x) functions as shown in Figure
3. For the area under the D’(x) curve we feel that the
appropriate calculation should be for the metal substrate, and
since D’(«x) for both the Cqy and Au; projectiles have similar
areas, we chose the 20 keV Au;/Ag system, which has a value of
55.8 nm®. This value was scaled for each set of beam conditions
by KE/U,, as it is commonly used to scale sputtering yields.”*
We assume that it is also a logical scaling factor for
displacements. The value of U, for Ag is 2.93 eV,” and the
average value for the NiCr system is 4.27 eV.”> The four
experimental conditions break into two groups depending on
the RMS value. The RMS values for the Cq" and SF*
bombardment are 2.5 and 10 nm, respectively. For these two
systems the axes at the left and bottom of Figure 3 should be
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Figure 3. S(x) and D’(x) functions for the NiCr system for the four
beam conditions using the RMS model.

used. The S(x) and D’(x) functions are relatively short-ranged
and intense. In contrast, the RMS values for O," and Ga* have
larger RMS values of 62 and 100 nm, respectively. The right
and top axes should be used for their S(x) and D’(x) functions.
These functions are longer-ranged and less intense than the
ones for Cg" and SF;". Of note is that the NiCr layers are 53
and 66 nm wide, distances larger than the Cg4" and SFg"
functions, smaller than the Ga* functions, and comparable to
the O,* functions.

The predicted depth profiles are shown in Figure 4 overlaid
on the experimental data that was digitized from the original
literature. The double sigmoid used to describe the NiCr
heterostructure is described in the Supporting Information. We
have maintained the plot representation, linear vs log scale, of
the experimental publications. The intensities of the individual
Ni and Cr signals have a multitude of experimental factors so
we used two normalization factors per plot. Overall, we are
pleased with the agreement between the transport model depth
profiles using the RMS model for predicting the S(x) and D’(x)
functions with the experimental data. The RMS roughness
values for Cg " and SF;"* bombardment are less than the
heterostructure layers, and consequently the depth profiles
show discrete layers. For the O," and Ga* bombardment there
is an induction time to develop the large RMS roughness
values, a factor not included in the transport model. Even with
this omission, we feel that the predicted depth profiles
qualitatively reproduce the experimental distributions. We did
try not using KE/U, to scale the D’(x) area. The resulting
depth profiles were slightly broader but not qualitatively
different.

There is one additional piece of information available in the
experimental study on the Cg" bombardment of NiCr;''
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Figure 4. Dependence of signals of ions (a, b) and neutral atoms (c, d) on the sputter time for a nine-layer Ni:Cr multilayer stack bombarded by (a)
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signal which was not modeled.
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namely, the intensity of the NiCr dimer is measured as a
function of time. The emission of these dimers should only
occur where both Ni and Cr are present in the sample, that is,
at the interfaces between the layers. The experimental data
clearly show that the widths of the NiCr peaks increase as the
material is depth profiled. This observation is also slightly
visible in the experimental depth profile shown in Figure 4c.
The transport model does not show the same broadening, and
in fact, it cannot since the S(x) and D’(x) functions become
vanishingly small at about one-half the layer width. This
discrepancy implies to us that some experimental condition
may not be fully controlled or understood. One possibility
could be, for instance, nonuniform material removal, which
would result in a formation of a crater with a bottom that
becomes less parallel to the sample surface with time.

4. CONCLUSIONS

Using results from molecular dynamics simulations and the
steady-state statistical sputtering model for predicting depth
profiles due to energetic particle bombardment, we have
defined the quantities in a macroscopic model for predicting
depth profiles based on the transport equation. Specifically, we
developed a microscopic definition for the ion-beam mixing or
diffusion term, a quantity that is associated with the amount of
displacements in the individual impact event. In addition, we
proposed a protocol to incorporate sampling or information
depth calculated from individual impacts, a term that was not
present in the original model. The transport model for depth
profiling was calibrated for three test cases for which there are
associated repetitive bombardment MD simulations and
predicted depth profiles from the SS-SSM. Using the functions
developed for these calibration studies, we developed a simple
RMS model that predicts the functions for the transport model
from just the RMS roughness value and the sputtering yield.
We show that we can reproduce the depth profiles of a NiCr
heterostructure for four beam conditions that range from RMS
values of 2.5 to 100 nm. In addition, we interpret the observed
broadening of the depth profile for C4 bombardment, the
system with the smallest RMS value of 2.5 nm, to be due to
some unknown experimental condition. The main open issue is
how to define theoretically the impact related ion-beam mixing
term and develop a protocol for calculating it.
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