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ABSTRACT: Recently a “divide and conquer” approach was
developed to model by molecular dynamics (MD) simulations
dynamic secondary ion mass spectrometry (SIMS) experiments
in order to understand the important factors for depth profiling.
Although root-mean-square (rms) roughness can be directly
calculated from the simulations, calculating depth profiles is
beyond the current capability of the MD simulations. The
statistical sputtering model (SSM) of Krantzman and Wucher
establishes the foundation for connecting information from the
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MD simulations to depth profiles. In this study, we revise the SSM to incorporate more extensive information from the MD
simulations in the steady-state region, thus presenting the steady-state statistical sputtering model (SS-SSM). The revised model is
utilized to interpret MD simulations of 20 keV Cgo bombardment of Ag at normal incidence as well as the effect of sample rotation

on depth profiling.

B INTRODUCTION

The development of cluster beam sources for secondary ion
mass spectrometry (SIMS) and the realization that they can be
used for molecular depth profiling" has stimulated the interest in
finding a way of converting the information obtained from
simulations of individual impacts of the clusters into the actual
depth profiles. Modeling of single impacts by molecular dy-
namics (MD) simulations requires a modest sized sample of
several hundred thousand particles. Modeling of depth profiling,
that is, dynamic SIMS, increases the size of the sample by at least
an order of magnitude. Consequently, modeling even a single
impact on the large sample requires a very long time to complete.
In addition, as hundreds to thousands of sequential impacts are
needed to calculate depth profiles, the simulations could last for
years. Recently, however, a “divide and conquer” approach was
developed to make dynamic SIMS MD simulations possible.” It
is now feasible to model up to fluences approaching 10*
impacts/cm” in several months of computer time.> ° The
amount of material removed with these heroic calculations,
however, is still only less than a handful of monolayer equivalents,
which is far from the amount of material removed in a typical
depth profiling experiment. Thus, it is not possible to extract a
depth profile or an interface width, key experimental metrics of
depth profiling quality. The issue is how to take the wealth of
simulation data that should contain all the physics relevant for the
depth profile and create the appropriate depth profile.

Krantzman and Wucher have developed a statistical sputtering
model (SSM) to investigate the evolution of an eroded system
toward equilibrium by using data from the initial stages of a MD
simulation.’ This model evaluates the occupation of each layer in

v ACS Publications ©2011 american chemical Society

1042

the system as a function of the amount of removed material; thus,
extracting depth profiles is straightforward. The input quantities
to the model come from the MD simulations that contain the pro-
perties of the target material, the incident cluster and the initial
beam conditions. Thus, the SSM is ideal to connect the plethora
of data obtained in the MD simulations® > to depth profiles.

In this paper, we present a revised SSM model in which the
data for the model are obtained from the steady-state region of
the dynamics SIMS MD simulation rather than from the begin-
ning of the erosion process. It is our belief that the microscopic
details of the bombarded surface are sufficiently different from
the flat surface that it is important to use input from the steady-
state region to describe the depth profile. Specifically, with a
roughened surface, the range of depths from which atoms can
sputter is larger and displacements of atoms can occur over a
greater depth range. The model is applied to interpret simulation
results obtained from dynamic SIMS MD simulations of bom-
bardment of Ag(111) by 20 keV Cg, at normal incidence. In
particular, the effects of the sputtering information depth and the
interlayer mixing on the shape of the depth profiles are discussed.
The model is also used to interpret results of two depth-profiling
experiments.

B STEADY-STATE STATISTICAL SPUTTERING MODEL

Krantzman and Wucher proposed the SSM to determine depth
profiles from a MD simulation of dynamic SIMS for a target
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Figure 1. Schematic of the system divided into layers with two index
schemes, i and j, and the roughened sample surface. The red dotted line
denotes the average surface level, i,, = 3. The connection between i and j
8= i— i

of Si.° Their model is expressed by a set of differential equations
for the filling factor or fractional population in each layer of the
system. Changes in the filling factor occur due to sputtering and
material relocation between adjacent layers, which is character-
ized by Fick’s first law of diffusion. The sputtering and diffusion
coefficients are determined from the MD simulation data for the
initial few impacts. The solution of the differential equations
leads to depth profiles. Their primary interest was to take the low-
dose MD simulations and examine the evolution of the depth
profiles to the steady-state conditions, where the characteristics
of the depth profiles are distinctive for the simulated system.

Our interest in the SSM model is to use it to connect the
microscopic information obtained from the simulations, such as
the information depth of sputtering and the interlayer displace-
ments, to interpret the depth profiles as a function of beam
conditions. Accordingly, several modifications have been made
to the original SSM model. (1) The parameters are extracted
from the steady-state region of the MD simulation; thus, this
version of the model is the steady-state SSM (SS-SSM). Using
data from a roughened surface broadens the distributions of the
sputtering and displacement quantities. (2) Material relocation is
described by the number of displaced particles between all pairs
of layers rather than by Fick’s law of diffusion coefficients that
only connect adjacent layers. This description is conceptually
well connected to the MD simulations from which this informa-
tion is determined. As a result, the differential equations include
displacement contributions, D;—y, between all pairs of layers.
From the point of view of the model, the exact nature of these
relocations is unimportant. In this study, we consider ion-
induced mixing. (3) The statistical approach for defining layer
contributions to sputtering and mixing is replaced with a
reference level that corresponds to the average surface level.
The system properties such as sputtering and displacement are
defined relative to the reference level.

The system is described by layers as shown in Figure 1. The
main labeling scheme is the space fixed one with the index i,
where i goes from 1 to N, and N denotes the number of system
layers. The differential equations presented in subsequent text give
the filling factor for each of these layers as a function of the amount
of eroded material. The j indices label layers relative to the average
surface level, i,,, which in Figure 1 has a value of 3. The layer j =0
corresponds to the layer that is approximately half-occupied,

which is considered as the average surface level. The value of i,,
changes as the system is eroded. The sputtering and displace-
ment coefficients described below are defined with respect to the
position of the particular layer relative to the average surface
level; that is, they are described by the j-index.

As suggested by Krantzman and Wucher,” the natural variable
for the model is x, the number of monolayer equivalents removed
from the system, and 0, the filling factor of the ith layer. The
filling factor is defined as

i

ei - Natoms (1)

where n; is the current number of atoms in the ith layer and
Nitoms is the number of atoms in a totally filled layer. The range of
values of 0; extends from zero for a completely empty layer to
unity for a completely filled layer. The modified differential
equations for the SS-SSM are as follows:

do;
dx ét ! ﬁ] Bi/)
+ 2 j —-1 61') (2)

i'#i

where i, i’ go from 1 to N,j =i — i,, andj =i — i,, as shown
schematically in Figure 1. The interpretation of the terms is
straightforward. For each layer i, there can be loss of particles by
sputtering or displacements to other layers and there can be
a gain of particles by displacements from other layers. The
sputtering term is a product of the sputtering coefficient per layer,
C;, times the filling factor 6;. Each displacement term is a product
of the displacement coefficient between two layers, D;—;, times
the filling factor 0; for the initial layer and the vacancy factor
(1 — 6;) for the final layer. The average surface level, that is, the
value of i,, switches when the accumulation of the quantity
(Y/Noioms) Zi C;0; over a number of consecutive integration steps
for all system layers equals 1, which indicates the removal of one
monolayer equivalent from the system. The quantity Y'is the total
sputtering yield. The prescription of how to collect the para-
meters, including the initial filling factors, the sputtering (C;)
and displacement (D;—;) coefficients, is described in the next
section.

Collecting Data from the Simulation. The root-mean-
square (rms) roughness and average surface level as a function
of fluence from a simulation®* of 20 keV Cy, bombardment of a
Ag(111) surface are shown in Figure 2. The details of the
calculation of the average surface level and rms roughness have
been previously given in detail. > Briefly, the surface is discre-
tized into columns. The average surface level is the mean of the
highest atom position in each column, and the rms roughness is
the root-mean-square deviation of the highest atom position
relative to the average surface level. The simulation starts with a
perfectly flat surface; thus, there is an induction period before
the steady-state region where the rms roughness is relatively
constant and the average surface level recedes at a constant rate.
For evaluating the initial filling factors, sputtering and displace-
ment coefficients, only impacts in the steady-state region are
used. The advantage of such an approach is that all of these
coefficients will not depend on the fluence. They are calculated
as an average over 1000 impacts by the following procedure.
First, the beginning of a steady-state region is identified. Next,
atoms are binned into appropriate system layers labeled by
index i. From the point of view of the model, the system layers do
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Figure 2. Average surface level and rms roughness vs fluence from the “divide and conquer” MD simulation. The incident particle is Cgq at 20 keV’
incident energy bombarding normal to the Ag(111) surface. The green shading denotes the steady-state region.
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Figure 3. Average filling factor, (6;), vs layer number, j. The red and green vertical lines correspond to 31 and 2 X rms roughness positions, respectively.

not have to be identical with atomic layers of a probed crystal. In fact,
we have selected layers with a thickness of 0.94 nm, which
corresponds to four atomic layers of the Ag(111) crystal. Selec-
tion of layers larger than atomic spacings makes the model results
more easily comparable to experimental measurements. The
influence of the layer size on the results is discussed in the next
section. After binning, the average surface level is determined and
all the particles are assigned to the appropriate j-layer and all
parameters required to solve eq 2 are calculated. The above steps
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are repeated for each impact. Finally, the averaged values are
calculated for the quantities of interest.

The average filling factor (6,) as shown in Figure 3 is an average
over all impacts within the steady-state region. For each impact,
the average surface level is determined to assign the j = 0 layer.
The vertical lines show the positions of =1 and 2 X rms
roughness values relative to the average surface layer (j = 0), and
it is clear that most of the change in the filling factor is in this
region. To determine the sputtering and displacement coefficients,

dx.doi.org/10.1021/jp2098075 |J. Phys. Chem. C 2012, 116, 1042-1051
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Figure 4. Histogram of the frequency of individual sputtering yields for j = 0, & 1.

the layer locations of the system particles before and after an
impact are used. Starting with the sputtering terms, the individual
sputtering yields, }, for each impact k are evaluated. A histogram
giving the frequency of each yield is shown in Figure 4 for j = 0,
+1. The average sputtering yield for layer j, I';, is the average of
the individual sputtering yields and is given by

1 .
| PR DY

where k = 1, 2, 3, .., K and K denotes the number of impacts
within the steady-state region. There is tremendous scatter in the
individual 9/}, quantities due to the surface topography. As shown
schematically in Figure 1, the surface is very corrugated. The
individual sputtering yield will depend on the point of impact.
For instance, the sputtering yield is different if the projectile
impacts at the hill or in the valley.” For this model, however,
we only consider the average values, I'; as shown in Figure 5. The
largest sputtering yield for this set of beam conditions is from the
j=—1layer which is above the average surface level. The width of
the sputtering distribution is comparable to the average surface
level =2 X rms roughness distance, which indicates that most of
the sputtered particles come from the exposed surface. To
determine the C; coefficients needed in the differential equation,
one must first calculate the total sputtering yield, Y, as given by

j
Now, the coefficients C; can be expressed as
0 for (0;) =0

C = I; ()
j Y(é,) for (0;) # 0

This definition is consistent with the original reference except
that in this reference the initial system had only empty or
completely filled layers. In the original representation, the
definition of C;, therefore, does not need {6;) in the denominator

of eq 5.° By definition,
¥ G0 = 1 (6)

J

In a similar manner, the number of atoms displaced from layer j
to layer f, A;—;, and the displacement coefficient, D;—;, are
calculated as follows:

0 for (B)) = 0 or () =1

Dj—y = 4&%]4 or (0: an i
YO —{0,)) for (6;) # 0 and (6;) # 1
(7)

As shown in Figure 5, the most probable displacements are for
moving 1 layer, thereby giving credit to the diffusive descrip-
tion of ion-induced particle relocation employed in the original
reference.’ The maximum number of displaced atoms from one
layer to another is about three times larger than the maximum
sputtering yield for any one layer. Therefore, the process of
atomic relocation/mixing dominates over sputtering as far as the
number of atomic movements is concerned. This observation
does depend, however, on the beam conditions. As is shown later,
for a beam polar angle of incidence of 70°, the maximum number
of displaced atoms relative to the maximum number of sputtered
atoms is almost comparable.

Extracting Depth Profiles. The solution to the differential
equations, eq 2, gives the filling factor of the space fixed layers as a
function of the amount of monolayer equivalents removed x.
What is needed, however, is the depth profile of an original layer.
As explained in the Krantzman and Wucher paper,’® this is
accomplished by considering the system to be comprised of N
subsystems where each subsystem tracks the evolution of the
particles in one initial layer. Therefore, the subsystems each start
with only one layer occupied with the initial filling factor. Each
subsystem is integrated according to eq 2, and the particles from
each initial layer become distributed among other layers within
respective subsystems. Thus, the fate of particles originating from
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sputtering yields are shown as vertical lines whereas the displacement yields are smooth lines with the color code defined in the legend. The red and green
vertical lines correspond to =1 and &2 X rms roughness positions, respectively. The dashed blue line gives the fraction of a layer that remains in the

layer, that is, is neither sputtered nor displaced.

each initial layer is tracked throughout the SS-SSM calculation.
There are, in essence, N* filling factors followed in the calculation.
Each filling factor is labeled by the initial layer that was occupied
and the current layer. Thus, one can easily obtain the distribution of
particles that were in, for example, the 14th initial layer. Alterna-
tively, one can determine the number of particles, for example, in
the current 14th layer by summing the respective filling factors
from all of the subsystems. This coupling of the subsystems is
utilized to calculate the total depth distribution of particles required
at each step of integration to determine the average surface level,
that is, the level with the filling factor closest to 0.5.

The computational effort of the SS-SSM is modest. Depending
on the width of the I" and A distributions shown in Figure S, the
amount of CPU time to calculate a depth profile is between a few
hours and a day. This time is small compared to the months it
takes to perform a depth profiling MD simulation.

B DEPENDENCE ON MODEL QUANTITIES

The MD results in the steady-state region remove approxi-
mately two monolayer equivalents of material; thus, the compar-
ison between the MD simulation and the SS-SSM that can be
made is the evolution of the layer filling as a function of surface
erosion as shown in Figure 6. Overall, the curves obtained by
solving eq 2 and the curves obtained directly from MD simula-
tions exhibit similar trends. Overall, we feel that the agreement is
sufficient to use the SS-SSM to interpret the importance of
various quantities such as the depth distribution of sputtered
atoms (information depth) and the amount of displacements
between layers on the depth profiles. As a check of the model, we
calculated the filling factors as a function of the number of
monolayers removed. The filling factor distribution remains the
same as the initial one shown in Figure 3.
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Depth profiles are calculated as the negative of the derivative
of the fraction of particles from an initial layer that remains in
the system. For all layers that are initially fully occupied, the
fraction of particles that remains in the system has a character-
istic sigmoidal shape starting at a value of one (fully occupied
layer) and going to zero (fully unoccupied). A depth profile for
the layer that is initially 14 layers below the original average
surface level is shown as green dots in Figure 7. This layer is
located approximately 14 nm below the original average sur-
face level. The curves of the fraction of particles that remains in
the system (not shown) are continuous but not smooth due to
the index shifting when each monolayer equivalent is eroded;
thus, the depth profile has jumps. In addition, the curvature of
each segment does not perfectly match the overall curvature of
the function. Thus, the curvature of the individual segments
switches before the maximum of the depth profile. Since the
depth profile corresponds to the removal of one monolayer,
the integral of the depth profile distribution should be unity,
which it is, even with the jaggedness of the profile. Since as
mentioned in the next paragraph, the depth profiles fit well to a
functional form preserving the amount of material removed,
we do not feel it is necessary to smooth the curves of the frac-
tion of particles that remains in the solid so that the derivative
looks nice.

Experimentally the depth profiles are typically fit to the
Dowsett analytical response function (ARF).” Following others,>”
we write it as

ARE(x) = N{(l — erf(£,)) exp(xlxo n U_2>

2
8 Zlg

24%

+ (1 + () exp<—’jdx° + ")] (8)
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where x, is the peak position or apparent delta-layer position, A, is
the leading edge growth length, A4 is the trailing edge decay length,
and 0 is the width of the central Gaussian connecting the growth
and trailing edges. Shown in Figure 7 is the fit of the ARF to the
results from the SS-SSM. The fitted function follows the results of
the SS-SSM, maintaining a value of the integral of the ARF of unity.
Since we are focusing on the qualitative nature of how the C and D

distributions influence the depth profiles, we will not present the
values of the fitted parameters of the ARF.

The first check of the model capabilities is to determine the
effect of mixing on the depth profile.” The depth profile with
no mixing, that is, with all D, set to zero, is shown in Figure 7.
This distribution is almost centered at the delta layer position as
expected. The inclusion of mixing shifts the peak position to an
apparent higher position in the solid, the leading edge rises more
quickly, and the trailing edge decays more slowly.'”"" The width
of the distribution is, however, not much changed, which
indicates a minor influence of the mixing on this parameter, as
compared to the effect it has on an ARF peak position.

At this point, we should, however, discuss an influence of the
choice of layer thickness on the predictions of our model. The
layer thickness was varied from 0.47 (two atomic Ag(111) layers)
to 4.72 nm as shown in Figure 8. The rms roughness for this
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system is 2.35 nm, so three chosen layer thicknesses are less and
three are larger than the rms roughness. Of note is that the C and
D parameters have to be recalculated for each choice of layer
thickness. In addition, the delta layer thickness is the same as the
chosen layer thickness in the model. Overall, the depth profiles
are remarkably independent of the choice of layer thickness up to
about the value of the rms roughness. Naturally, the distribution
broadens as the layer (and delta layer) thickness increases. From
the point of view of spatial resolution, it is desirable to select thin
layers although the computational resolution does not need to be
smaller than that obtained experimentally. Our intuitive sense,
however, is that larger layers are desirable as there will be fewer
values of C and D and perhaps they it will be easier to understand

the relationship between the bombardment event and the
parameters. We choose to use the 0.94 nm (four atomic Ag(111)
layers) layer thicknesses in the remainder of this study because it
can be easily interpreted as 1 nm. Thus, the remainder of the
depth profiles will be shown as a function of monolayer equiv-
alents removed x which, when converted to depth, is approxi-
mately the same value in nanometers.

While mixing has a small influence on the depth profile width,
it has a pronounced effect on its position as shown in Figure 7.
Thus, next we investigate how the width of the mixing distribu-
tion will influence depth profiles. The effect of selectively keeping
various interlayer displacement terms is shown in Figure 9. The
original depth profiles with and without mixing from Figure 7 are
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repeated. Keeping only the terms for particles moving up or
down one layer accounts for about half of the shift in the depth
profile from no-mixing to the full-mixing result.
The effect of relative contributions of sputtering and displacements

is shown in Figure 10. The height of the D distribution was varied
from a factor of 4 smaller, which makes the largest value of D about
the same as the largest value of C, to a factor of 2 larger than the values
shown in Figure S. It is clear that the larger the amount of mixing, the

greater the shift in the apparent delta layer position and the more

asymmetric the depth distributions become. It seems, however, that
most of this asymmetry is caused by an increase of the trailing edge
decay length."®"" The rising edge decay length is less altered.
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The artificial adjustments to the C distribution were also
performed with the constraint that the condition described by
eq 6 must be fulfilled. In other words, the width of the sputtering
distribution, as shown in Figure 5, was varied from a factor of 2
smaller, which makes it comparable to (—2 <+ +1) X rms
roughness distance, to a factor of 2 larger, which makes it
comparable to (—2 <+ +4) X rms roughness distance. The
results of these changes are shown in Figure 11. What is apparent
is that the width of the C distribution affects all parameters of the
Dowsett’s ARF. The width of the depth profile is altered the
most, while its position is less influenced. The words that are often
used with the Dowsett ARF is that the width of the sputtering
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Figure 12. Average sputtering fraction, [, and average displacement fractions, A;—.y, vs layer number, j, for the simulation with Cg at 20 keV

J

bombarding at 70° for a single azimuthal angle of incidence and random azimuthal angles of incidence.

distribution is a measure of the information depth which
corresponds to the leading edge growth length. Our calculations
do not support this vision as the shape of the sputtering
information depth influences all of the parameters.

B INTERPRETATION OF EXPERIMENTAL RESULTS

Two examples of applying the SS-SSM to interpret real
experimental data are chosen. The first is the depth resolution
for Cgo bombardment of a Ni:Cr multilayer structure,"*"* and
the second is the effect of sample rotation on depth resolution.'*” '
In the first case, a direct comparison of depth resolution values is
made. In the second case, a qualitative comparison is discussed.

The missing connection between the simulations and experiment
is the relationship of the properties of material removal and the
depth profile width. The MD simulations of dynamic SIMS show
that the rms roughness is of the same size as the crater depths.*"”
From Figure 3 it is clear that the roughened surface has a total height
of 4 X rms roughness. The sputtering arises from the entire exposed
region as shown in Figure S; thus, the final depth profile full width at
half-maximum (fwhm) of 7 nm as shown in Figure 7 reflects the
roughness (the information depth of the sputtered material) and
not directly the individual crater depth or the mixing.* It would be
nice to be able to make a more direct connection between the
characteristics of the individual craters and the depth profile width.
This task is, however, one of the objectives in future studies with the
SS-SSM. For comparison, experimentally a Ni:Cr multilayer struc-
ture has been depth-profiled using 10—20 keV Cgy bombard-
ment.'>" It has been found that the depth resolution as determined
from the first interface width varies from S to 8.7 nm over this energy
range. This range of values is in excellent agreement with the value
from the SS-SSM.

Recently experiments have been performed showing that
sample rotation improves the quality of a depth Sproﬁle for
organic'*'® and polymeric materials."* A MD study' was made
in order to understand this effect. These same data sets'® are

analyzed with the SS-SSM. The I'; and A;_; values are shown in
Figure 12 for 20 keV Cg, bombardment of Ag(111) at 70° incidence
for a single angle of incidence and for a random angle of incidence
(computational equivalent of sample rotation). The corresponding
depth profiles are shown in Figure 13. There are several observa-
tions. (1) Sputtering distributions are narrower from the set of
conditions discussed above. The largest sputtering yield is for the
j = 0 layer, the average surface level, a one layer difference. (2) The
largest number of displacements are again for moving =1 layer but,
in contrast to the model system discussed above, the maximum
number of displaced atoms is only slightly larger than the maximum
sputtering yield for any layer. This condition suggests that off-normal
angles of incidence should be better than normal incidence for depth
profiling (narrower ARF which peaks closer to the real position
of a delta-lager), a condition observed in experiments'®” > and in
simulations.*"** (3) The width of the sputtering distribution with
a random azimuthal angle of incidence is smaller than for a single
azimuthal incidence because the rms roughness is smaller for the
random azimuth simulations. (4) The yield as indicated by the sum
of the vertical bars of the C distribution is larger with a random
azimuthal angle of incidence. The obvious conclusion from Figure 13
is that the depth profile with sample rotation (random azimuthal
direction) is narrower and has the peak position closer to the A layer
because the rms roughness is smaller. Thus, the simulations are in
agreement with experiment that sample rotation will give better
depth profiles than without sample rotation. This conclusion was
reached both by examining just the rms roughness'> and by using the
SS-SSM to predict depth profiles. It should be emphasized, however,
that the SS-SSM does not provide the mechanistic reason of why
sample rotation helps. That information must come from pictures
and concepts gleaned from the microscopic MD simulations."®

B SUMMARY

The statistical sputtering model of Krantzman and Wucher
provides a formalism for utilizing information from molecular
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dynamics simulations of dynamic SIMS and extracting depth
profiles. This model has been modified to utilize parameters
extracted from the steady-state region of the molecular dynamics
simulations and to include explicit displacement contributions
between all pairs of layers. The SS-SSM has been applied to
results of a simulation of 20 keV Cg4o bombardment of a Ag(111)
surface to estimate the relative contribution of the sputtering and
atomic mixing into the modification of eroded sample. The
model allows identification of the influence of the sputtering
information depth and the atomic mixing on the depth profiles.
The results show that the greater the number of displacements to
adjacent layers (mixing) relative to the number of sputtered
particles per layer the greater the shift in the apparent delta layer
position relative to the actual position. The greater the width of
the distribution of the number of sputtered particles per layer, that
is, the information depth, the larger the width of the delta layer
profile. The SS-SSM will be used in the future to analyze the data
from MD simulations of dynamic SIMS by a number of different
clusters with different beam conditions in order to connect the
microscopic details of the bombardment events with the depth
profiles. In addition, the model will be developed further to include
both intact molecules and chemically damage molecules. In con-
junction with planned MD simulations of molecular depth profiling,
we anticipate that this SS-SSM will be a platform for understanding
the importance of chemical damage on molecular depth profiling.
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